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0.2 Abstract

A new Fourier transform spectrometer, built for use at the Caltech Submillimeter Observatory, has been used to observe all four of the jovian planets (Jupiter, Saturn, Uranus, and Neptune) in the millimeter-submillimeter wavelength range (0.3-3.0 mm). These observations have resulted in the detection of the PH$_3$ 1 – 0 rotational line (266.9 GHz) in Saturn, and the PH$_3$ 3 – 2 (800.5 GHz) line in both Jupiter and Saturn. Because PH$_3$ is a disequilibrium species, it is an important tracer of vertical mixing and upper atmospheric photochemistry, and can therefore be used to derive dynamical and chemical properties of the jovian atmospheres. A jovian planet radiative transfer code has been used to model the observed PH$_3$ lineshapes. Using the FTS, a spectral line survey covering the entire range of submillimeter frequencies observable from the ground has also been performed on Jupiter at Saturn at a resolution of 200 MHz. This survey has yielded the tentative detection of HCl (and possibly HCN) in Saturn and, again with the aid of radiative transfer modeling, provided a great number of improved upper limits on the concentrations of many other species. Finally, Uranus and Neptune have been observed in the 1300 μm atmospheric window which contains the CO 2 – 1 transition. This line was not detected in either planet, placing upper limits on the tropospheric CO mole fraction of 0.5 ppm in Uranus and 1.4 ppm in Neptune.
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Chapter 1

Introduction

“A science is said to be useful if its development tends to accentuate the existing inequalities in the distribution of wealth, or more directly promotes the destruction of human life.”
—G. H. Hardy (A Mathematician’s Apology)

“That science is in some respects inhuman may be the secret of its success in alleviating human misery and mitigating human stupidity.”
—E. T. Bell (Mathematics: Queen and Servant of Science)

“The die is cast, and I write this book. Whether it will be read by my contemporaries or by posterity is not important. If God himself has waited six thousand years for someone to contemplate his works, my book can wait for a hundred.”
—Johannes Kepler (Harmonice Mundi)

Spectroscopy is an extremely powerful tool in the study of planetary atmospheres. Using nothing but the radiation emitted from an atmosphere, a variety of constituent molecular species can be detected. Under favorable circumstances—and perhaps with the aid of some simplifying assumptions—the abundances of detected species can also be inferred. This compositional information is useful for intercomparison of the atmospheres of different planets, and also as a means of monitoring atmospheric changes as a function of season or other longer period of time. Furthermore, if enough spectroscopic constraints are available (either from the measurement of multiple lines or from the high resolution determination of spectral lineshapes), then vertical abundance and temperature profiles can be derived as well. Vertical abundance profiles are important because they probe the
dynamics and chemistry of an atmosphere, properties which are difficult to study using other means. In the absence of in situ measurements such as the Pioneer Venus and Galileo entry probes or the Viking landers, ground- and spacecraft-based spectroscopy are the only technique which can provide direct compositional information on planetary atmospheres.

Over the last few decades, spectroscopic techniques have advanced to the point that virtually the entire electromagnetic spectrum—from the ultraviolet to the microwave—is now accessible to atmospheric spectroscopy. At the shortest wavelengths (< 0.3 μm), ultraviolet spectroscopy is sensitive to energetic electronic transitions. However, because ozone in the Earth’s atmosphere absorbs these wavelengths, ultraviolet spectra can be obtained only from spacecraft and Earth-orbiting satellites. Ultraviolet wavelengths probe the uppermost tenuous regions of planetary atmospheres, generally at the mbar to near pressure levels. At the slightly longer wavelengths of 0.3 to 0.8 μm, visible spectroscopy is sensitive to less energetic electronic transitions. Visible spectra can be obtained using ground-based telescopes, but are capable of yielding relatively little quantitative compositional information. The only three molecules detected in the atmospheres of Jupiter and Saturn in the visible portion of the spectrum, for example, are H₂, CH₄, and NH₃. Although it is possible to derive H₂ abundances from visible spectra, these values are actually determinations of the depths of reflecting clouds. Visible observations of NH₃ are also difficult to interpret due to both spatial and temporal variability, as well as the poorly known wavelength dependence of particulate scatterers and continuum absorbers. Visible CH₄ observations are similarly complicated by scattering from cloud particles (Prinn et al. 1984, pp. 108-112).

At wavelengths of 1-100 μm, infrared spectroscopy is sensitive primarily to molecular vibrational transitions. Since the time of Kuiper’s low-resolution prism observations of planetary atmospheres in the mid-1940’s, infrared detectors and techniques have advanced by orders of magnitude in sensi-
tivity. Today, infrared measurements provide the majority of the known compositional information for both major and minor constituents of planetary atmospheres. The vibrational transitions of many molecules (e.g., CO, C$_2$H$_2$, C$_2$H$_4$, C$_2$H$_6$, CH$_3$D, CH$_4$, H$_2$O, NH$_3$, PH$_3$, AsH$_3$, and GeH$_4$) have been detected at infrared wavelengths in both Jupiter (e.g., Ridgway et al. 1976, Larson et al. 1977, Tokunaga et al. 1979, Dressart et al. 1982, Knacke et al. 1982, Kunde et al. 1982, Bjoraker et al. 1986, Noll et al. 1988) and Saturn (e.g., Fink and Larson 1978, Larson et al. 1980, Courtin et al. 1984, Noll et al. 1986, Noll and Larson 1990). In addition, the far-infrared transitions of H$_2$ have been used to derive the He abundances in the jovian planets. Slightly longer wavelength far-infrared observations can detect energetic rotational transitions of simple molecules. However, measurements at these wavelengths have thus far attained only low signal-to-noise ratios (Haas et al. 1985, 1986), sharply limiting their utility.

Microwave wavelength radiation, a spectral region often further divided into the submillimeter (0.3-1.0 mm), millimeter, and centimeter wavebands, has been used at longer wavelengths to measure both rotational and inversion transitions of atmospheric molecules. Centimeter wavelength radiation probes the deep atmospheres of jovian planets and can be used to infer compositional information based on the opacity observed at the several to $\sim$ 90 bar level (e.g., de Pater and Dickel 1982, Hofstadter and Muhleman 1988, de Pater and Richmond 1989, Grossman et al. 1989, Hofstadter et al. 1990, de Pater et al. 1991). The advantage of centimeter wavelengths is their deep atmospheric penetration, which allows them to probe the relatively high temperature regions of jovian atmospheres where clouds form. A disadvantage is that molecules are not detected directly, but instead have their concentrations inferred based on the observed opacity in highly pressure-broadened line wings.

The first millimeter line to be observed in a planetary atmosphere was CO 1 \rightarrow 0 (at 115 GHz
= 2.6 mm), which was detected in both Venus and Mars by Kalakar et al. (1976). In subsequent years, single-dish and synthesis imaging heterodyne spectroscopy at millimeter wavelengths (and, more recently, single-dish heterodyne spectroscopy at submillimeter wavelengths) has been used extensively to study the atmospheres of Venus (Clancy and Muhleman 1991, Shah et al. 1993, Shah 1992, Lellouch et al. 1994, Gurwell et al. 1995), Mars (Clancy et al. 1983, Lellouch et al. 1989, Clancy et al. 1990, Clancy and Muhleman 1991, Lellouch et al. 1991), Titan (Muhleman et al. 1984, Marten et al. 1988, Gurwell 1996, Gurwell and Muhleman 1996), and Neptune (Rosenqvist et al. 1992, Marten et al. 1993) using the first few rotational transitions of CO. However, prior to 1994, the only other atmospheric molecules detected in the microwave region were HCN on Titan (Tanguy et al. 1990) and Neptune (Rosenqvist et al. 1992, Marten et al. 1993, Lellouch et al. 1994), HCN (cyanoacetylene; Bézard et al. 1992) and CH$_3$CN (acetonitrile; Bézard et al. 1993) on Titan, and SO$_2$ (and potentially SO) on Io (Lellouch et al. 1990, 1994). Following the impact of Comet Shoemaker-Levy 9 into Jupiter, stratospheric lines of the molecules CO, CS, OCS (Lellouch et al. 1994), and HCN (Owen et al. 1994, Marten et al. 1995) were also detected near some of the impact sites.

While planetary atmospheres have been extensively studied in the centimeter and millimeter wavebands, the submillimeter spectral region has, until recently, remained largely unexplored. Unlike infrared spectra, spectra taken at millimeter and submillimeter wavelengths contain relatively few spectral lines, which are consequently well separated. Because there is little confusion between the pure rotational lines at millimeter-submillimeter wavelengths, mixing ratios can be retrieved with relative ease. Because rotational lines in general become stronger ($\propto J^3$ for linear molecules) with increasing rotational quantum number $J$, the highest (and most difficult to observe) submillimeter frequencies usually provide spectra which are most sensitive to species with small abundances.
However, the technical difficulty in constructing radio telescope sized antennas with the precision required for submillimeter observations, combined with the low terrestrial transmission at submillimeter wavelengths, has impeded progress. The recent construction of large and accurately figured telescopes at high, dry sites (such as the 10.4-m Caltech Submillimeter Observatory and the 15-m James Clerk Maxwell Telescope, both located on the summit of Mauna Kea) has recently opened up the submillimeter spectral range to scrutiny.

In the dense atmospheres of the jovian planets, the full-width at half maximum of collisionally broadened lines can reach several to several tens of GHz at submillimeter wavelengths. In order to detect these highly pressure-broadened lines, a spectrometer with wide frequency coverage is necessary. Heterodyne receivers and bolometers are the most commonly used detectors for millimeter and submillimeter observations (for a recent review, see Carlstrom and Zmuidzinas 1996). Heterodyne receivers provide very high spectral resolution, but only small bandpasses (typically ≤ 1 GHz), making them ill-suited to planetary continuum and pressure-broadened line observations. On the other hand, the filters typically used in conjunction with bolometer continuum observations (e.g., Hildebrand et al. 1985, Griffin et al. 1986, Orton et al. 1986, Griffin and Orton 1993) have bandpasses which are much broader than planetary spectral lines, sharply limiting their utility in planetary spectroscopy. A moderate resolution spectrometer which combines a large bandpass with a resolution intermediate to the two cases above is therefore required. A Fourier transform spectrometer provides the necessary combination of a broad passband and moderate resolution required to detect tropospheric absorption features.

In order to study the millimeter and submillimeter spectra of the giant planets at moderate resolution, E. Serabyn and E. Weisstein have built a rapid-scan Fourier transform spectrometer [FTS] for use at the Caltech Submillimeter Observatory. This spectrometer has been used to observe all
four of the jovian planets (Jupiter, Saturn, Uranus, and Neptune), in which the expected line widths are well-matched to the maximum available instrumental resolution of 200 MHz. These observations have resulted in the detection of the PH$_3$ 1–0 (266.9 GHz) line in Saturn (Weisstein and Scaborz 1994), and the PH$_3$ 3–2 (800.5 GHz) line in both Jupiter (Weisstein et al. 1996) and Saturn. Because PH$_3$ is a disequilibrium species, it is an important tracer of vertical mixing and upper atmosphere photochemistry, and can therefore be used to derive dynamical and chemical properties of the jovian atmospheres. A spectral line survey covering the entire range of submillimeter frequencies observable from the ground has also been performed on Jupiter and Saturn at the full resolution of the FTS. This survey has yielded the tentative detection of HCl (and perhaps HCN) in Saturn, and provided a great number of improved upper limits on the concentrations of many other species. Finally, Uranus and Neptune have been observed in the 1300 μm atmospheric window which contains the CO 2–1 and PH$_3$ 1–0 transitions. Neither molecule was detected in Uranus or Neptune, although the upper limit derived from these observations is consistent with the reported detections of tropospheric CO in Neptune by Guilloteau et al. (1993) using three widely separated frequency tunings of the IRAM Plateau de Bure interferometer, and Naylor et al. (1994) using a Martin-Puplett FTS located at the James Clerk Maxwell Telescope (Naylor, Clark, and Davis 1994).
Chapter 2

Millimeter/Submillimeter Spectroscopy

“Believe nothing on hearsay. Do not believe in traditions because they are old, or in anything on the mere authority of myself or any other teacher.”
—Buddha’s last injunction

“The effort to understand the universe is one of the very few things that lifts human life a little above the level of farce, and gives it some of the grace of tragedy.”
—Steven Weinberg (The First Three Minutes)

2.1 Rotational Transition Formalism

The spectral line features which occur in the millimeter-submillimeter portion of the spectrum result from quantum mechanical molecular rotational transitions. Although rotational transitions can couple with other types of molecular transitions, the Born-Oppenheimer approximation allows a vibrational, rotational, and nuclear spin wavefunction to be separated from the electronic wavefunction. Furthermore, because vibrational energy levels are generally more widely spaced than rotational levels for simple molecules, it is often possible to further separate the vibrational wavefunction from rotational and nuclear spin wavefunctions, and therefore solve the rotational energy eigenvalue problem for an arbitrary given vibrational state (Rosenkranz 1994).
Quantum mechanics allows rotating molecules to possess only discrete quanta of angular momentum. For a rotating rigid diatomic molecule in quantum rotational state \( J = 0, 1, 2, \ldots \), the total rotational angular momentum is given by

\[
L = \sqrt{J(J + 1)} \frac{\hbar}{2\pi},
\]

where \( \hbar \) is Planck’s constant. The rotational energy is thus

\[
E = \frac{L^2}{2I} = \frac{J(J + 1)\hbar^2}{8\pi^2 I},
\]

where \( I \) is the molecule’s moment of inertia. The quantum mechanical selection rule for a diatomic molecule with a nonzero dipole moment is \( \Delta J = \pm 1 \), so for the \( J \rightarrow J - 1 \) transition,

\[
\Delta E = \frac{\hbar^2}{8\pi^2 I} [J(J + 1) - (J - 1)J] = \frac{\hbar^2}{4\pi^2 I} J.
\]

(Rotational transitions are quantum mechanically forbidden for molecules which lack both electric and magnetic dipole moments.) The transition frequency is therefore

\[
\nu = \frac{\Delta E}{\hbar} = 2BJ,
\]

where \( B \) is the rotation constant defined by

\[
B = \frac{\hbar}{8\pi^2 I}
\]

(Townes and Schawlow 1975). Similar expressions hold true for linear polyatomic molecules, but the situation is slightly more complex for symmetric rotors (which have transition energies dependent on an additional quantum number \( K \) as well as \( J \)), and significantly more complicated for asymmetric rotors and for molecules which possess nonzero orbital angular momenta (such as the SO molecule, which exists in a \(^3\Sigma^+\) ground electronic state; Gordy and Cock 1984).
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For a given rotational transition of a given molecule, the so-called line strength \( I_{ba} \) is conventionally defined as the integral of absorption cross-section over the spectral line shape. A quantum mechanical derivation leads to the expression

\[
I_{ba}(T_0) = \frac{8\pi^2 \nu_{ba} S_{ba} \mu^2}{3hc} \frac{c}{Q_{rs}(T_0)} \left( e^{-E_u/kT_0} - e^{-E_L/kT_0} \right),
\]

where, following Pickett et al. (1992), \( I_{ba} \) is taken to have units of \( \text{nm}^2 \text{ MHz} \). In \( () \), \( Q_{rs} \) is the rotation-spin partition function

\[
Q_{rs}(T) = \sum_{n=0}^{\infty} (2n+1)e^{-hB(n+1)/kT} = \frac{kT}{hB} + \frac{1}{3} + \frac{1}{15} \frac{hB}{kT} + \ldots
\]

(for linear molecules), \( c \) the speed of light, \( \nu_{ba} \) the transition frequency, \( S_{ba} \) the intrinsic line strength with appropriate degeneracy (\( S_{ba} = J_U \) for linear molecules), \( E_L \) and \( E_U \) the lower and upper state energies relative to ground state, \( k \) Boltzmann’s constant, \( T \) the ambient temperature, and \( T_0 = 300 \text{ K} \) the reference temperature. Pickett et al. (1992) catalog the logarithm of \( I_{ba}(T_0) \) and the upper state energy \( E'_L \) in units of \( \text{cm}^{-1} \) for a wide variety of common (and not so common) molecules and their isotopomers. At a given temperature, the line strength in units of \( \text{cm}^{-1}/(\text{molecule cm}^{-2}) \) can then be well approximated by

\[
I_{ba}(T) = \frac{I_{ba}(T_0)}{3 \times 10^{18}} \left( \frac{T_0}{T} \right)^{1+\eta} \exp \left[ -\left( \frac{1}{T} - \frac{1}{T_0} \right) \frac{hc}{k} E'_L \right],
\]

where the factor

\[
\eta = \begin{cases} 
1 & \text{for linear molecules} \\
2 & \text{for nonlinear molecules},
\end{cases}
\]

gives the temperature dependence of the partition function (Pickett et al. 1992).

The absorption coefficient \( k_\nu \) (sometimes denoted \( \alpha_\nu \)) which has units of \( \text{cm}^{-1} \) is then given at a pressure \( p \) and temperature \( T \) in terms of \( () \) by

\[
k(\nu, p, T) = \left( \frac{\nu}{\nu_{ba}} \right) I_{ba}(T)p(p, T)\phi(\nu, p, T)
\]
(Van Vleck and Weisskopf 1945, Waters 1976), where $\rho$ is the number density in cm$^{-3}$ and $\phi(\nu, p, T)$ is the lineshape function. Some care must be taken when comparing the above expression with those of other authors, as the $\nu/\nu_{\alpha\alpha}$ term is frequently absorbed into the lineshape function. However, for lines without extensive wings which have full-widths no greater than $\sim 10$ GHz at 300 GHz (or $\sim 30$ GHz at 800 GHz), the $\nu/\nu_{\alpha\alpha}$ term can be approximated by unity to a good approximation without affecting line wing absorption. (One full width away from line center, the error incurred by dropping this term is only $\sim 4\%$.) For a Lorentzian lineshape, the approximation

$$k(\nu, p, T) = |\mu_{\alpha}(T)| \rho(p, T) \phi(\nu, p, T)$$

is therefore frequently used.

### 2.2 Submillimeter Molecular Transitions

The most abundant constituents of jovian atmospheres, H$_2$ and He, do not have spectral lines in the submillimeter portion of the spectrum. However, the abundant atmospheric molecule NH$_3$ has its first rotational transition at 575 GHz (0.52 mm), and the relatively abundant NH$_3$-analog molecule PH$_3$ (phosphine) has its first three rotational transitions in the millimeter-submillimeter portion of the spectrum (at 267, 534, and 800 GHz). In addition to NH$_3$ and PH$_3$, other molecules expected to play an important chemical role in the atmospheres of the jovian planets include H$_2$O, H$_2$S, HCN, HCP, CH$_4$, CH$_3$D, and CO. Additional possible constituents include the hydrogen halides HBr and HCl, the alkali hydrides LiH and NaH, and the NH$_3$ and CH$_4$-analogs AsH$_3$ and GeH$_4$.

Fig. plots the transition frequencies and line strengths for most of these molecules. Unfortunately, of the molecules just listed, the submillimeter transitions of NH$_3$, H$_2$O, GeH$_4$, and CH$_4$ cannot be observed from the ground because NH$_3$ and H$_2$O are obscured by the Earth’s atmosphere and CH$_4$ and GeH$_4$ lack dipole moments. Nonetheless, as can be seen from Fig., many common or
Figure 2.1: Millimeter/submillimeter rotational transitions for a number of molecules of interest. The frequencies and line strengths displayed in these plots were taken from the microwave line catalog of Pickett et al. (1992).
Figure 2.2: Millimeter/submillimeter rotational transitions, con’t. The isotopomers of Cl and Br shown here are the ones containing the most abundant halogen isotope. The frequencies of \( \text{H}^{79}\text{Br} \) and \( \text{H}^{35}\text{Cl} \) are very close to the ones shown here in any case.
potential jovian atmospheric molecules do exhibit strong rotational transitions in accessible portions of the millimeter-submillimeter spectral region, making them attractive targets for spectroscopic investigations.

2.3 Terrestrial Atmospheric Spectrum

The millimeter-submillimeter spectrum of the Earth's atmosphere is an important factor in spectroscopic studies of the planets because the opacity of terrestrial atmospheric rotational transitions obscures significant portions of the sub-THz sky to ground-based observations. The primary source of millimeter-submillimeter opacity in the Earth's atmosphere is water. As a result, observations at submillimeter wavelengths are possible only in a number of atmospheric windows between 150 and 1000 GHz (= 2.0 to 0.3 mm) (Waters 1976, Liebe 1980, 1981, 1985). Fig. shows a model of the zenith atmospheric transmission at the 13,200 foot altitude of the Caltech Submillimeter Observatory [CSO] for 1 mm precipitable H$_2$O, a typical quantity under good observing conditions, generated using the program AT (E. Grossman 1989). Under less favorable conditions with higher atmospheric water vapor content, transmission decreases and the high frequency windows effectively close. The deep absorptions are caused by highly pressure-broadened transitions of H$_2$O and O$_2$ (the latter of which, although homonuclear, possesses a magnetic dipole moment and therefore has allowed rotational transitions). The many small absorption features are primarily due to O$_3$, although a few O$^{18}$O lines are also present.

The amount of atmospheric water vapor determines which transmission windows can be used profitably for observations. It is therefore very useful to monitor changing weather conditions in order to make appropriate decisions on filter selection and integration times. The usual technique for monitoring atmospheric transmission is measurement of the change in sky brightness as a function of
Figure 2.3: Zenith atmospheric transmission at the CSO for 1 mm precipitable H₂O. This plot was generated using the program AT (E. Grossman 1989).

airmass. A tipping radiometer mounted adjacent to the CSO provides periodic readings of the zenith atmospheric transmission at 225 GHz. A model atmosphere such as the one shown in Fig. can then be used to scale this opacity to the submillimeter wavelength of interest. By manually performing skydips using the CSO high-frequency heterodyne receivers, the AT model has been found to give results roughly consistent with measurements. However, the measurement of skydips is a rather time-consuming process, so they are generally performed only at the beginning of a night or when significant changes in atmospheric quality are suspected.

Although the details will not be discussed here, the FTS used to obtain the planetary spectra presented in this thesis can also be used to measure the atmospheric transmission with great ease and accuracy (Serabyn et al. 1993). The technique involves measurement of sky spectra, combined with those of hot (ambient temperature) and cold (liquid nitrogen temperature) loads. By assuming that the hot load and sky are at similar temperatures, the atmospheric optical depth, and hence transmission, can be determined. An example of an atmospheric transmission plot obtained with the FTS using this procedure is shown in Fig. .
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Figure 2.4: Terrestrial atmospheric transmission between 180 and 540 GHz as measured with the FTS. This plot combines data from the 1300, 800, and 600 μm filters. The 1300 μm data was actually obtained on a different night (with a different zenith transmission), and so has been scaled in order to make it join smoothly with the higher frequency data. The minimum time required to obtain a full resolution spectrum in a single window is roughly 10 minutes (the time required for a single pair of hot, cold, and sky scans).

2.4 Jovian Planet Atmospheric Spectra

At millimeter-submillimeter wavelengths, the observed radiation from the jovian planets is emitted thermally from various pressure levels according to the law of radiative transfer. Without the complicating effects of reflected or scattered sunlight or of synchotron radiation (which can be important for long wavelength microwave observations), millimeter-submillimeter jovian spectra are therefore relatively simple. Spectral features arising from molecular rotational transitions are seen either in emission (if they arise from molecules in the stratosphere) or absorption (if they arise from molecules in the troposphere). While stratospheric lines are narrow (≪ 100 MHz), tropospheric lines are quite wide (≫ 1 GHz) due to pressure broadening. In cases where a molecule is found in both the stratosphere and the troposphere, an emission line core may be observed superimposed on top of a broad absorption feature. Because the resolution of our FTS is limited to 200 MHz, we consider mainly tropospheric absorption features.

Although H₂ and He do not have spectral lines in the submillimeter portion of the spectrum,
the far wings of their collisionally induced far-infrared transitions do contribute to the millimeter-submillimeter opacity (Goodman 1969, Berge and Guikis 1976, Birnbaum and Cohen 1976, Cohen et al. 1982, Bachet et al. 1988, Dore et al. 1983, Borysow et al. 1988). As already mentioned, the abundant molecule NH$_3$ has its first ($J = 1 \rightarrow 0$) rotational transition at 575 GHz. This transition is expected to produce an extremely wide pressure-broadened absorption line in Jupiter and Saturn (de Pater and Massie 1985), but is not observable from the ground due to terrestrial H$_2$O opacity. The first one or two NH$_3$ rotational overtones, which fall at wavelengths shorter than the shortest wavelength 350 μm atmospheric window, are also significant opacity sources for determining the high frequency continuum temperatures of the jovian planets. In addition to rotational transitions, NH$_3$ possesses a strong band of inversion transitions centered at 18-43 GHz (Poynter and Kakar 1975) whose very broad line wings also contribute to the millimeter-submillimeter opacity of jovian atmospheres.

Because of its larger mass, the NH$_3$-analog molecule PH$_3$ has its first three rotational transitions in the millimeter-submillimeter portion of the spectrum. Because of PH$_3$’s relatively high abundance and lack of condensation at the tropospheric temperatures of Jupiter and Saturn, the lines of PH$_3$ are comparable in strength and width to those of NH$_3$ in these planets. In Uranus and Neptune, however, both these molecules are expected to condense in the upper tropospheres, so H$_2$-H$_2$ and H$_2$-He collisionally induced dipoles are the most important sources of continuum opacity. On the other hand, the CH$_4$ molecule is more abundant in the tropospheres of Uranus and Neptune than in Jupiter and Saturn, so collision-induced dipoles of H$_2$-CH$_4$ also contribute to the continuum at millimeter wavelengths (Orton et al. 1983, Borysow and Frommhold 1986, 1987). As already discussed, various other minor species including CO and HCN have millimeter-submillimeter rotational transitions as well. For all lines, the high pressures found in the thick atmospheres of the jovian planets
result in substantial collisional broadening. Finally, although H$_2$O and H$_2$S have many millimeter-submillimeter transitions, they are thought to condense out at the relatively low temperature levels probed by millimeter-submillimeter observations, and therefore are not expected to make a significant contribution to opacity.

Model spectra for the jovian planets have previously been generated using radiative transfer models by Encrenaz and Combes (1977), Lellouch et al. (1984), Bézard et al. (1986), and Encrenaz et al. (1995).
Chapter 3

Fourier Transform Spectrometers

"It is more important to have beauty in one's Equations than to have them fit experiment."

—P. A. M. Dirac

3.1 Historical Sketch

In its simplest form, a Fourier transform spectrometer consists of two mirrors located at a right angle to each other and oriented perpendicularly, with a beamsplitter placed at the vertex of the right angle and oriented at a 45° angle relative to the two mirrors. Radiation incident on the beamsplitter from one of the two "ports" is then divided into two parts, each of which propagates down one of the two arms and is reflected off one of the mirrors. The two beams are then recombined and transmitted out the other port. (A schematic drawing illustrating this optical arrangement is shown in the next section.) When the position of one mirror is continuously varied along the axis of the corresponding arm, an interference pattern is swept out as the two phase-shifted beams interfere with each other.

The invention of the Fourier transform spectrometer coincides with A. Michelson's 1880 invention of the Michelson interferometer. In this device, the arms are kept the same length, but interference occurs if the phase velocity in the two arms differs, because the resulting phase advancement exper-
rienced by the beams traveling down the two arms is then also different. Using increasingly refined versions of Michelson’s original device, Michelson and Morley searched for evidence of the Earth’s motion through ether, the medium believed at the time to permeate space and allow the propagation of light through interplanetary space. If a relative motion between the ether and Earth had been present, the speed of light in the two perpendicular arms would have been different, and the resulting optical paths would therefore also have been different. As a result, an observable change in the brightness (or “visibility”) of the recombined interfering beams would have occurred. The absence of a change in the observed visibility for any orientation or time or year marked the death knell for the ether theory and paved the way for the (initially skeptical) acceptance of Albert Einstein’s theory of Special Relativity, along with its sometimes counterintuitive implications.

Michelson was fully aware of the spectroscopic potential of his interferometer (Michelson 1891, 1892), but the lack of sensitive detectors (and nonexistence of Fourier transform algorithms capable of being carried out by human calculators) proved insurmountable barriers for its practical implementation. In fact, Michelson’s only detector consisted of his own two eyes, and it was not until two decades after the interferometer’s invention that Rubens and Wood (1911) published the first true interferogram, recorded with a microradiometer. Because of the continued difficulty in computing Fourier transforms, these early investigators were unable to invert their interferograms directly, but instead guessed a spectrum, computed the inverse Fourier transform, and then compared it to their measured interferogram. The guessed spectrum was then modified to bring it into better agreement with the data, and the process was continued until sufficient agreement was obtained (or the patience of the spectrum guesser wore thin!).

Practical Fourier transform spectroscopy began to come into its own only in the early 1950’s when experimental groups at Johns Hopkins University, the Air Force Cambridge Research Laboratories,
and elsewhere built and tested high resolution spectrometers. The first astronomical application of Fourier transform spectroscopy occurred in the late 1950’s and early 1960’s when P. and J. Connes (and others) obtained high resolution and high-quality spectra of the planets. These developments were greatly aided by the publication of Cooley and Tukey’s seminal paper on the “fast Fourier transform” algorithm. The Cooley and Tukey (1965) algorithm allowed Fourier transforms to be computed efficiently using a recursive algorithm which could be implemented easily on primitive electronic computers, reducing the computation time by several orders of magnitude and making the timely transformation of long interferograms feasible. (As a historical sidebar emphasizing the often surprising applicability of pure mathematics to real-world problems, it should be noted that the critical factorization step used by Cooley and Tukey in their algorithm had already been recognized and described by Gauss as early as 1805! (Strang 1993.) With numerous computational and instrumental advances of their own devising, Connes et al. (1969) published their epic catalog of the near-infrared spectra of Venus, Mars, Jupiter, and Saturn. During this period, commercial Fourier transform spectrometers also began to become widely available.

Today, aided by fast computers which perform Fourier transforms in a flash, visible, infrared, and microwave Fourier transform spectrometers are common laboratory instruments used for spectroscopy in many diverse disciplines.

3.2 CSO Fourier Transform Spectrometer

Since the pioneering work of Connes et al. (1969), many infrared spectra of the planets have been obtained by various researchers using Fourier transform spectrometers. However, the astronomical use of FTs in the millimeter and submillimeter wavebands has been restricted due to the lack of large, high surface accuracy telescopes sited at dry locations. The recent construction of the James
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Clerk Maxwell Telescope [JCMT] and the Caltech Submillimeter Observatory [CSO] (Woody et al. 1994), both located at an altitude of 13,200 feet above sea level near the summit of Mauna Kea (on the island of Hawaii), has removed this impediment, so sub-THz Fourier transform spectroscopy of astronomical sources is now possible.

In order to study the millimeter and submillimeter spectra of the giant planets at moderate resolution, Serabyn and Weisstein (1996) constructed an intermediate resolution \((R \equiv \lambda/\Delta \lambda < 5000)\) Fourier transform spectrometer. The screw-driven translation stage on which the moving mirror is mounted provides a maximum total travel of 50 cm. In the default position of the translation stage, a one-sided travel of 46 cm gives a maximum (unapodized) spectral resolution of 200 MHz, while a two-sided travel of 5 cm gives a maximum two-sided resolution of 3.6 GHz. (The one-sided travel plus half the two-sided travel does not quite sum to 50 cm because a small amount of space is left at the ends for limit switches in order to avoid the unpleasant consequences of driving the stage beyond the end of its intended travel; see Fig.-3.) The FTS is an upgraded version of an earlier interferometer which was used exclusively for holographic dish surface accuracy measurements (Serabyn et al. 1991). During observations, the FTS is mounted at the Cassegrain focus of the 10.4 m CSO telescope. A view of the CSO telescope with its shutter open and dish revealed is shown in Fig. .

Fourier transform spectrometers (e.g., Connes 1961, Vanasse and Sakai 1967, Schnopper and Thompson 1974, Oepts 1976, Brault 1985) operate by splitting an incoming beam of radiation into two parts, applying a differential phase shift, then recombining the beams. The phase shift is then varied, and an interference pattern known as an interferogram is swept out as a function of phase shift. The phase shift is most commonly produced by translating a reflecting element along one of the beams, thus producing a varying optical path difference. Because the CSO FTS is also used for holographic dish measurements, it is necessary to be able to steer the beam in one
of the interferometer arms in azimuth and elevation. This consideration requires that flat surfaces be used for the end-mirrors, which in turn demands use of a dielectric beamsplitter. We therefore built a simple Michelson-type interferometer as opposed to a more complicated configuration such as a Martin-Puplett interferometer (Martin 1986) which uses right-angle corner reflectors. While the single input and output port Michelson-type interferometer has a lower sensitivity than a dual-port Martin-Puplett interferometer, its simpler optical configuration is a considerable advantage in allowing rapid alignment and setup at the sometimes mind-numbing altitude of the summit of Mauna Kea.

As shown in Fig., our interferometer is decoupled from the F/12.4 beam of the CSO's secondary mirror using two flat mirrors (M1 and M2) placed on either side of the Cassegrain focus. This arrangement folds the beam, allowing it to expand to the necessary size despite space constraints on the underside of the telescope. After reflecting off M2, the radiation is collimated by means of an off-axis paraboloidal mirror (P1), then split into two separate beams using a dielectric mylar
beamsplitter (BS). One beam is then reflected off a mirror that is translatable along its normal (I1), and the other reflects off a stationary mirror positioned at right angles to the first (I2). The reflected beams are then recombined at the beamsplitter. Finally, the superposed beams are focused onto the CSO facility bolometer by a second off-axis paraboloid (P2). The instrument is aligned by mounting a commercial HeNe laser in place of the bolometer and iteratively adjusting mirrors in order to bring all laser reflections into coincidence. Because FTSes can be operated without cryogenic cooling, the instrument is used at ambient temperature during observations (only the detector must be cooled).

Fig. shows an annotated image of the FTS mounted at the CSO Cassegrain focus. The FTS instrument is run using FTSRUN, a flexible and (for the most part) user-friendly program which runs on the CSO summit VAXstation. This program allows the near-autonomous collection of data and on-line examination of raw interferograms using a set of predefined observing commands.

3.3 FTS Equations

By smoothly translating one mirror (I1 in Fig.), the optical path difference [OPD] \( x \equiv 2L \) (where \( x \) twice the distance \( L \) traveled by the translating mirror; see Appendix A) between the beams
Figure 3.3: An annotated picture of the FTS and its associated gadgetry. The items labeled “holography stepper motors” and “stepper motor power supplies” are used only when the FTS is operated in its shearing mode for holographic dish surface accuracy measurements. For scale, the translation stage is 50 cm long. The FTS is mounted at the Cassegrain focus of the CSO telescope.

reflecting off the two mirrors is varied continuously, producing an interferogram $I(x)$. The fringe pattern shown in Figure is an experimentally measured interferogram for a hot blackbody using the 800 μm CSO filter. A derivation of the specific intensity $I_b(x)$ observed for radiation of a single wavenumber $k$ (Appendix A) gives

$$I_b(x) = J(k) \langle T(k) \rangle \frac{1}{2}[1 + \cos(kx)]$$

(e.g., Vanasse and Sakai 1967, Schnopper and Thompson 1974), where $J(k)$ is the incident intensity and $\langle T(k) \rangle$ is the beamsplitter transmission function (averaged over polarizations and combined, in practice, with the efficiency of the subsequent optics).

Since $\cos(kx)$ is an even function, the interferogram should be symmetrical about the white light fringe for a perfectly aligned ideal instrument. Since the resolution of an FTS increases with increasing optical path difference, the maximum spectral resolution is achieved by using the entire available translation distance to measure only one side of the interferogram. However, in order to maximize
the signal-to-noise ratio (by avoiding the slight overhead incurred in switching the direction of stage motion), both sides of the interferogram can be measured, yielding a so-called “two-sided” interferogram. Two-sided interferograms contain two measurements of each interferogram point per scan, but can only achieve half the optical path difference (and therefore half the spectral resolution) of one-sided scans. Because one-sided interferograms transform to real spectra, no explicit information on the interferogram phase is available; although phase problems do show up as anomalous spectral baselines. Two-sided interferograms transform to complex spectra (they have two pieces of information per frequency), allowing phase errors to be directly measured as a function of frequency. Two-sided scans are therefore extremely useful for examining (mis-)alignment of the optics and other potential instrumental problems. As already mentioned, a perfectly aligned instrument with no phase errors will produce completely symmetric interferograms whose transform will have zero imaginary part over all frequencies in the passband.

The total intensity measured for a given OPD $x$ from radiation at all wavenumbers is found by integrating $x$, which is equivalent to applying an inverse Fourier cosine transform $\mathcal{F}_c^{-1}$. 

Figure 3.4: A sample interferogram observed for ambient temperature Ecosorb in the 800 μm filter. The interferogram level is (nearly) centered about 0 instead of $I(0)/2$ because the bolometer response is AC coupled to the signal, removing the continuum signal which would otherwise be present. The slight offset from 0, produced by DC offsets in the Bessel filter electronics, is removed prior to Fourier transformation by fitting out a linear baseline.
\[ I(x) \equiv \int_0^\infty I_k(x) \, dk = \frac{1}{2} \int_0^\infty [1 + \cos(kx)] \langle T(k) \rangle J(k) \, dk \]
\[ = \frac{1}{2} \int_0^\infty \langle T(k) \rangle J(k) \, dk + \frac{1}{2} \int_0^\infty \cos(kx) \langle T(k) \rangle J(k) \, dk \]
\[ = \frac{1}{2} I(0) + \frac{1}{2} \int_0^\infty \cos(kx) \langle T(k) \rangle J(k) \, dk \]
\[ = \frac{1}{2} I(0) + \frac{1}{2} \mathcal{F}_c^{-1} [\langle T(k) \rangle J(k)] . \]

In (1), the fact that the intensity of the white light fringe \( x = 0 \) can be written

\[ I(0) = \int_0^\infty I_k(0) \, dk = \int_0^\infty \langle T(k) \rangle J(k) \, dk , \]

has been used.

Equation (1) can now be inverted for the one-sided case to yield a real spectrum (Fig. 3.5)

\[ \langle T(k) \rangle J(k) = 2\mathcal{F}_c [I(x) - \frac{1}{2} I(0)] . \]

Similarly, equation (1) can be inverted for the two-sided case to yield a spectrum with both real and imaginary parts (Fig. 3.5).

### 3.4 Spectral Resolution

In both the one-sided and two-sided cases, we measure \( I(x) \) (an “interferogram”) and want to recover \( J(k) \) (the “spectrum”). This can be done since both \( \mathcal{F}_c^{-1} \) and \( \mathcal{F}^{-1} \) are invertible. In practice, we can only measure \( I(x) \) out to a finite OPD of \( x = 2L \), so we have to multiply the integrand by a
Figure 3.6: Two-sided Fourier transform of Fig. . The dotted line is the imaginary part of the transform.

rectangle (or "window") function

\[
\Pi_{2L}(x) \equiv \begin{cases} 
1 & |x| < 2L \\
0 & |x| > 2L,
\end{cases}
\]

where \( \Pi_{2L}(x) \) may be multiplied by an additional apodization function which goes to 0 for \( |x| > 2L \) in order to reduce sidelobes. Call the overall apodization function \( W_{2L}(x) \), and let

\[
S(k) \equiv \langle T(k) \rangle J(k)
\]

\[
S_{\text{obs}}(k) \equiv [\langle T(k) \rangle J(k)]_{\text{observed}}
\]

be the actual and observed beamsplitter-attenuated spectral fluxes. Using the convolution theorem (Bracewell 1965) then gives

\[
S_{\text{obs}}(k) = \mathcal{F}_c \{ W_{2L}(x) \mathcal{F}_c \{ [I(x) - \frac{1}{2} I(0)] \} \} = \mathcal{F}_c \{ W_{2L}(x) \} \otimes \mathcal{F}_c \{ [I(x) - \frac{1}{2} I(0)] \}
\]

where \( \otimes \) denotes convolution. If no apodization function is used to weight the data, then \( W_{2L}(x) = \Pi_{2L}(x) \) (Schnopper and Thompson 1974), and

\[
S(k) = \text{sinc}(2\pi kL) \otimes 2\mathcal{F}_c \{ [I(x) - \frac{1}{2} I(0)] \}.
\]

The spectral resolution for a one-sided travel of \( L \) (giving an OPD of \( 2L \)) is

\[
\Delta \nu = \frac{\nu}{4L},
\]
where $\eta$ is a factor which depends on the width of the apodization function (Thompson et al. 1991, p. 230). Note that for a two-sided scan of total length $L_2$, the one-sided length is $L = L_2/2$. With no apodization, $\eta = 1.20671 \ldots$ is defined as $2u/\pi$ where $u$ the HWHM (half width at half maximum) of the sinc instrument function, given by numerically solving

$$\text{sinc}(u) = \frac{1}{2}.$$  

The translation stage on which our moving mirror is mounted has a maximum one-sided travel $L$ of $\approx 46$ cm, giving $\Delta \nu = 200$ MHz.

### 3.5 Interferogram Sampling

Accurately spaced samples are generated every $20 \ \mu$m of mirror motion ($40 \ \mu$m of OPD) along the interferogram using the pulses output by an optical encoder located along the translation stage (Fig. ). $20 \ \mu$m sampling provides interferograms which are sampled above the Nyquist rate for all frequencies up to $3.75$ THz. Let $f_{\text{sample}}$ be the sampling frequency, $f_{\text{fringe, max}}$ the maximum fringe frequency, $\nu_{\text{max}}$ the maximum sky frequency, and $\Delta x$ be the spacing of mirror positions at which the interferogram is sampled. Then for the highest submillimeter frequency of $1000$ GHz, the oversampling ratio $\beta$ is given by the expression

$$\beta \equiv \frac{f_{\text{sample}}}{f_{\text{Nyquist}}} = \frac{f_{\text{sample}}}{2f_{\text{fringe, max}}} = \frac{\frac{c}{2 \nu_{\text{max}}}}{2 \left( \frac{2v_{\text{max}}}{c} \right)} = \frac{c}{4v_{\text{max}} \Delta x}$$  

(c.f., equation 3.19). Plugging in the maximum translation speed $v_{\text{max}} = 1.0 \ \text{cm} \ \text{s}^{-1}$, $\nu_{\text{max}} = 1000$ GHz, and $\Delta x = 20 \ \mu$m then gives $\beta = 3.75$. However, the additional information provided by oversampling the interferograms is extremely useful for diagnostic purposes, particularly for examining interferograms for symmetry and for accurately determining the positions of white light fringes. The position of the WLF is critical to the inversion of our data because it also corresponds
Figure 3.7: The responsivities of the standard suite of CSO filters as measured with the 31\(^{\circ}\) Winston cone. From left to right, they are referred to as the 1300, 800, 600, 450 (standard), and 350 (standard) \(\mu\)m filters.

to the first interferogram point to be included in the Fourier transform.

Because the zero path-length difference “white light fringe” [WLF] can fall between two sample positions, our one-sided scans include a short two-sided portion which ensures our interferograms contains several fringes on both sides of the WLF. Fitting the central WLF using a second order polynomial then allows its position to be accurately determined. Sine and cosine transforms of the one-sided portion of the interferogram (or a full complex Fourier transform of the interferogram in its entirety for two-sided scans) are then multiplied by a complex phase factor \(e^{j\phi}\) in order to account for the phase shift resulting from the fractional offset of the WLF (Schnopper and Thompson 1974).

3.6 Optical Filters

The spectrometer’s bandpass is fixed by a liquid helium cooled metal-mesh filter (Whitcomb and Keene 1980, Holah 1982) located in the CSO bolometer dewar. A selection of \(~ 10\%\) bandpass filters matched to the several atmospheric windows between 150 and 1000 GHz is available at the CSO (Figs. and -1). The available filters are centered at roughly 1300, 800, 600, 450, and 350 \(\mu\)m. (For
the lowest frequency 1300 \( \mu \)m filter, the low frequency cutoff is introduced by the waveguide-like
cutoff of the Winston cone light concentrator. Winston cones smaller than 30' cannot be used with
this filter.) Because the standard CSO 450 and 350 \( \mu \)m filters did not extend over the entire range
of the high-frequency terrestrial atmospheric windows, we acquired two new custom-designed broad
bandpass filters. These filters are transmissive from 500 to 750 GHz and 700 to 950 GHz respectively,
providing a passband wider than the relevant atmospheric windows (Fig. -1).

A cooled filter wheel assembly inside the dewar (Fig. -3) allows switching between any one of
four filters without having to break the dewar's vacuum and bring it to room temperature, a time-
consuming process not undertaken lightly.

3.7 Beamsplitter

Because of the relatively large distance tolerances permitted at millimeter wavelengths, a transparent
dielectric material functions as an excellent beamsplitter. However, the thickness of this dielectric
beamsplitter \( d \) must be matched to the metal-mesh bandpass filter in order to ensure that it is
transmissive in the filter’s passband. The beamsplitter transmission function (or “beamsplitter efficiency”) of a dielectric beamsplitter is given by

\[ T_p \equiv \left| \frac{E}{E_0} \right|^2 = \frac{16R_p(1 - R_p)^2 \sin^2(\frac{\delta}{2})}{[(1 - R_p)^2 + 4R_p \sin^2(\frac{\delta}{2})]^2}, \]

where

\[ \delta \equiv \frac{4\pi d}{\lambda_0} \sqrt{\left( \frac{n}{n_0} \right)^2 - \frac{1}{2}}, \]

\( E \) is the average electric field at the detector, \( E_0 \) is the incident electric field, \( \lambda_0 \) is the vacuum wavelength, \( n \) and \( n_0 \) are the indices of refraction of the beamsplitter and air, respectively, and \( R_p \) is the Fresnel reflection coefficient for polarization \( p \) either perpendicular or parallel. These formulas are derived in Appendix A. Equation 1 is normalized slightly differently than the expression of Chamberlain et al. (1966), resulting in an expression twice as large.

Because of its ready availability and low cost, we chose mylar as the dielectric material for our beamsplitters. Thicknesses of 2, 3, 4, 5, and 7 mil mylar are mounted in circular hoops which can be attached onto the instrument using three screws, allowing beamsplitters to be switched within a minute or two. Thompson (1990) discusses currently available commercial varieties of mylar, while Loewenstein and Smith (1971) discuss mylar’s optical properties. The index of refraction of mylar
has been measured as $n = 1.74$ for the frequency range 500-900 GHz (Whitbourn et al. 1988) and $n = 1.70 \pm 0.02$ at 740 GHz (Bowden et al. 1991). Plots of the beamsplitter transmission as a function of frequency computed using (1) and () are shown in Figure.

3.8 Detector

After entering the cryogenically cooled IR Labs bolometer dewar, incident radiation from the FTS reaches a focus at the entrance aperture of a Winston cone, which concentrates it into an integrating cavity. After perhaps undergoing several bounces inside the cavity, the incident radiation is then detected by a single-element liquid $^3$He-cooled Si bolometer (Boyd 1983) with noise equivalent power of $\sim 10^{-14}$ W Hz$^{-1/2}$. A schematic of the dewar layout is shown in Fig. . The bolometer is mounted to the FTS assembly using plastic screws on top of a rubber annulus in order to electrically isolate it from the telescope and the spectrometer. The output voltage from the bolometer is sampled and digitized by a 16-bit analog-to-digital converter after low-pass Bessel filtering to remove high frequency electrical noise. The choice of a Bessel filter (Horowitz and Hill 1990) is mandated by the requirement that the filter response to the interferogram have a constant phase as a function of
frequency. Our 6-pole Bessel filter is located just prior to the A/D, and is conventionally set to a low-pass cutoff of 80 Hz in order to prevent aliasing of high-frequency noise into the bandpass.

3.9 Winston Cone

A Winston cone is an off-axis parabola of revolution designed to maximize collection of incoming rays within some field of view (Winston 1970, Hildebrand and Winston 1982, Hildebrand 1985, Welford and Winston 1989). Winston cones are nonimaging light concentrators intended to funnel all wavelengths passing through the entrance aperture out through the exit aperture. They maximize the collection of incoming rays by allowing off-axis rays to make multiple bounces before passing out the exit aperture. Even so, there are certain families of off-axis rays which are rejected back out the entrance aperture. In addition, since diffraction effects become important for radiation wavelengths similar to the cone’s physical dimensions, Winston cones exhibit a waveguide-like cutoff at low frequencies.

These waveguide-like non-geometric properties of Winston cones can lead to nonideal behavior, and in particular to multiple reflections, resulting in the possible generation of standing waves. Uncalibrated spectra taken with the FTS all contain ripples (Fig. ) which change amplitude and period depending on the size of the cone, the geometric size of the source being observed, and the filter being used. Observed ripples typically have periods of $\sim$ 2-6 GHz. Fortunately, because the instrument has a nearly linear response, the ripple can be approximately divided out of planetary spectra during the differencing/ratioing procedure used to convert our raw interferograms to atmospheric transmission-corrected spectra.

The equations describing the geometry of a Winston cone are derived in Appendix B, together with the algebraic equations connecting their various parameters. As shown in Appendix B, a
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Figure 3.11: Responsivity of the CSO bolometer detector with the CSO’s 30′ Winston cone and “1300 μm” wire-mesh filter. The thin solid curve is the measured responsivity at full resolution; the thick solid curve is the responsivity measured at lower resolution. At full resolution, interference ripples produced by multiple reflections inside the Winston cone are quite prominent.

Winston cone is completely specified by its length \( L \) and geometric field of view \( \Theta_G \). The field of view of the Winston cone on the sky is computed from

\[
\Theta = 2 \tan^{-1} \left( \frac{a}{f'} \right) = 2 \tan^{-1} \left( \frac{a}{F' D} \right) \approx \frac{2a}{F' D},
\]

where \( f' \) is the effective focal length of the telescope+optics, \( F' \equiv f'/D \) is the corresponding \( F \)-number, and \( D \) is the telescope diameter. For the CSO, \( D = 10.4 \) m and the optical setup is designed to give \( F' = 4.4 \), so

\[
\Theta = \frac{2a}{45.76 \text{ m}} \text{ radians} = 4.5' \left( \frac{2a}{\text{mm}} \right).
\]

The entrance aperture required to produce a given field of view on the sky is therefore given by ( ).

Since the Winston cone is physically mounted inside the cooled evacuated bolometer dewar, only single Winston cone may be used at a given time. Switching cones therefore requires bringing the bolometer to ambient temperature and pressure, replacing the cone, and re-cooling—a process
which is much too time consuming to be performed during observations. A Winston cone is therefore selected in advance in order to best match the size of the object of interest. The Winston cones available at the CSO have fields of view on the sky of 10', 20', or 30', and the same geometrical field of view ($\theta \approx d'/a = 0.114$ radians). They are summarized below in Table 3.1. The 30' cone has been truncated a length of 22 mm in order to fit in the space available inside the bolometer. (Truncation results in the degradation of Winston cone performance, and the complications which result may be partially responsible for the extremely large ripple observed with this cone in Fig. 3.3. It should also be noted that use of the 10' cone requires a repositioning of the bolometer by 1 cm in order to bring the vertical position of the focus into coincidence with the entrance aperture of this short cone.)

### 3.10 Beam Coupling

The response of the FTS to incoming radiation is not isotropic, but is given by the primary beam of the telescope convolved with the Winston cone’s field of view on the sky. The analytic computation of this convolution is discussed in Appendix C, where the telescope’s primary beam is approximated as a Gaussian with standard deviation $\sigma$. Because of the frequency dependence of $\sigma$,

$$\sigma \propto \lambda \propto \frac{1}{\nu},$$

the response function of the FTS changes as a function of frequency. A plot of the instrumental response as a function of pointing center offset is given in Fig. 3.3 for a range of frequencies from 200-1000 GHz. At low frequencies, the main beam is large compared to the field of view, so the response
Figure 3.12: FTS beam shape as a function of frequency. These curves, normalized to unity, give the response of the instrument to a point source located a given angular distance away from the pointing center. Note the transition from a Gaussian shape at low frequencies to a rectangle function at high frequencies.

is nearly Gaussian. At greater frequencies, the geometric field of view becomes the dominant factor and the response approaches a flat-topped rectangle (window) function.

The effect of the changing beam shape as a function of frequency is most simply expressed in terms of the half-power beamwidth [HPBW] (also called the full-width at half power). Figure shows the half-power beamwidth as a function of frequency, computed with the equations derived in Appendix C (solid line) for a Winston cone field of view of 20". Also plotted are the half widths computed using a more realistic Airy beam pattern (dotted line), in which the integrations must be done numerically from the outset, and for a Gaussian main beam with an infinite field of view (dashed line). It is apparent that for frequencies $\gtrsim 400$ GHz, the half power beamwidth of the instrumental beam (solid and dotted curves) is very nearly constant. As shown by the dashed curve, the CSO’s main beam HPBW varies from 34.5" at 200 GHz to 6.9" at 1000 GHz.

3.11 Dish RMS

In addition to the variations of the telescope HPBW with frequency, the power lost from the main beam due to surface irregularities is a strong function of frequency. The fractional power in the
Figure 3.13: Half-power beamwidths for the CSO main beam and the FTS Winston cone field of view convolved with the CSO main beam. Beamwidths have been computed assuming both Airy and Gaussian beam shapes for the CSO main beam.

The power scattered out of the main beam is given by

\[ P_{\text{main beam}} = e^{-(4\pi \varepsilon^2 \lambda^2) \eta_{\text{Moon}}} \]

where \( \eta_{\text{Moon}} \) is the “Moon efficiency” (the ratio of the full Moon’s antenna temperature to its physical temperature) and \( \varepsilon \) is the RMS telescope surface error (Ruze 1966, Serabyn and Weisstein 1996). The power scattered out of the main beam is not actually lost, but forms a broad, flat “error pattern” surrounding the main beam. This power is therefore recovered when measuring a very large source such as the Moon, but otherwise falls on the sky. Using the FTS in its shearing mode (Serabyn et al. 1991, Woody et al. 1994), \( \varepsilon \) for the CSO dish has been measured to be \( \varepsilon \approx 15 \mu m \).

3.12 Noise

The quality of FTS observations can be degraded by a number of factors. Random effects which degrade the quality of measured interferograms (and therefore reduce the quality of the associated spectra) are discussed in this section, while systematic effects which can be corrected post-observationally during the processing of interferograms are discussed in the following chapter.
3.12.1 Sky Fluctuations

Even on the summit of Mauna Kea, variations in sky transmission and ground-level atmospheric humidity during or between individual spectrometer scans can have a deleterious effect on the quality of data obtained. In order to minimize the effects of sky fluctuations, the FTS is operated in rapid-scan mode. By rapidly scanning the translating mirror, it is possible to modulate sky variations, which occur at typical frequencies of a few Hz, so that they transform to spectral frequencies which fall outside the bandpass of interest. The relationship between electrical, or “fringe,” frequencies \(f\) and spectral frequencies \(\nu\) for a rapid-scan FTS is given by

\[
f = \frac{2\nu}{c}\nu,
\]

where \(c = 30\ \text{cm GHz}\) is the speed of light and \(v\) is the speed of the translation stage. The FTS is typically run with translation speeds between \(v = 0.9\) and \(0.45\ \text{cm s}^{-1}\) (depending on the filter being used), resulting in electrical fringes with frequencies \(f \sim 6-30\ \text{Hz}\). Sky-induced noise (with typical frequencies \(< 1\ \text{Hz}\) under good observing conditions or \(< 5\ \text{Hz}\) in poor weather) is therefore mostly transformed away to low spectral frequencies. Although high scan speeds are desirable in order to reduce longer-term sky variations which could occur between sets of “on” and “off” scans, lower speeds are required for the high-frequency 450 and 350 \(\mu\text{m}\) filters in order to avoid microphonics (vibrations induced in the bolometer by motion of the stage, which typically occur at \(f > 30\ \text{Hz}\)), as well as the ever-present residual 60 Hz pickup.

3.12.2 Detector Noise

For high submillimeter frequencies, the atmospheric thermal background dominates over detector noise. However, the detector noise limit is reached first at the lower frequencies. The predicted RMS
noise in a spectrum obtained by averaging \( N \) on-off pairs is given by

\[
\sigma = \frac{4 \text{NEP}}{k} \sqrt{\frac{v}{c \Delta \nu N}}
\]

(Serabyn and Weisstein 1995), where \( \text{NEP} \) is the detector noise equivalent power, \( k \) is the Stefan-Boltzmann constant, \( v \) is the scan speed, and \( \Delta \nu \) is the resolution (in frequency units). But the number of scans acquired in a time \( t \) is just

\[
N = \frac{t}{L} = \frac{tv}{L},
\]

so solving \((1)\) for \(1/L\) gives

\[
\frac{1}{L} = \frac{4\Delta \nu}{\eta c}.
\]

Combining \((1)\) with \((1)\) results in

\[
N = \frac{4tv\Delta \nu}{\eta c},
\]

and plugging this into \((1)\) gives finally

\[
\sigma = \frac{2\eta^{1/2}\text{NEP}}{k\Delta \nu \sqrt{t}}.
\]

For \( \text{NEP} \sim 10^{-14} \text{ W Hz}^{-1/2} \), this simplifies to

\[
\sigma \approx \frac{2}{\Delta \nu \text{GHz} \sqrt{t}}.
\]

Therefore, for a given scan length, the detector noise integrates down as \( t^{-1/2} \). This result has been verified experimentally by observing the CO 3 - 2 line in M82 (Serabyn and Weisstein 1995).

### 3.12.3 Electrical Pickup and Microphonics

Any noise occurring at a fixed electrical frequency during measurement of interferogram fringes will appear as a noise spike at the corresponding spectral frequency given by \((1)\). As already mentioned,
Figure 3.14: Microphonics visible in a two-sided Uranus-Off difference spectrum as real and imaginary spikes at $\nu > 700$ GHz. Note also the flatness of the imaginary part within the filter bandpass.

Special care must be taken to avoid 60 Hz electrical pickup, which appears in spectra as a large spike (at 900 GHz for a scan speed of 1 cm s$^{-1}$).

An additional source of noise spikes is microphonics. These vibrations of the bolometer can be induced by the motion of the stage or telescope. Stage-induced microphonics are reduced by mounting the bolometer on top of an annulus of soft rubber. However, some vibrations are still transmitted through the rubber as well as through the plastic mounting screws. Their effect on spectra is seen as a series of narrow noise spikes at fairly well-defined frequencies ($> 700$ GHz in Fig.). While microphonics cannot be completely eliminated, they can be moved out of the spectral range of interest by picking a stage velocity which modulates them so that they transform out of the filter bandpass. Speeds of 0.9, 0.75, 0.7, 0.45, and 0.45 cm s$^{-1}$ have been found experimentally to give microphonics-free spectra in the 1300, 800, 600, 450, and 350 $\mu$m filters, respectively.
3.12.4 Ghosts

If the sampling of an interferogram is modulated at a definite frequency instead of being uniformly sampled, spurious spectral features called "ghosts" are produced (Brault 1985). The translating mirror of the CSO FTS is driven by a precision screw which is turned at a constant angular velocity. However, periodic errors in the ruling of the screw (commonly introduced in the manufacturing process) can and do introduce a modulation superposed on top of the expected fringe pattern due to uniform stage translation. Because modulation is a multiplicative process, spurious features are generated in spectral space at the sum and difference of the true fringe and ghost fringe frequencies, thus throwing power out of its spectral band.

Ghosts are copies of the actual spectrum, but appear at reduced strength. Figure 3.35 shows the power spectrum for a pure sinusoidal signal sampled by translating the FTS stage at constant speed. In order for a ghost to appear, the process producing it must exist for most of the interferogram. However, if the ruling errors are not truly sinusoidal but vary across the length of the screw, a longer travel path could reduce their effect. Unfortunately, the only way to remove ghosts is by replacing the offending screw with one manufactured to higher precision.
3.13 Frequency Calibration

The frequency scale in spectral space is determined solely by the number of points in a scan and the number of points sampled (or the total number of points if an interferogram is padded with 0s to a power of 2 in length for an FFT). In order to verify that the optical encoder provided pulses correctly spaced by 20 \( \mu \text{m} \), we examined the central frequencies of narrow \( \text{O}_3 \) lines in the Earth’s atmosphere, as well as the frequencies of the many narrow strong lines in the Orion Molecular Cloud core, which has a very small radial velocity relative to the Earth (Serabyn and Weisstein 1995). In both cases, the central frequencies of features were found to correspond to their tabulated transition frequencies to within small fractions of a resolution element, demonstrating the accuracy of the optical encoder sampling interval and data reduction software. The instrumental frequency calibration was estimated more precisely by fitting the narrow CO 2\( \rightarrow \)1 line observed in Venus. A fit to this line using an exponential lineshape and linear baseline yielded a central frequency of 230.543 GHz, compared to the actual frequency (in the absence of Doppler shift) of 230.538 GHz (Pickett et al. 1992). The surprisingly good agreement of 5 MHz is only 2\% of a resolution element, demonstrating that instrumental frequency uncertainty is negligible.

Frequency (Doppler) shifts of molecular transition frequencies caused by radial motion of the jovian planets relative to the Earth are unimportant for our analyses. Since \( (v_{\text{in}}/c)_{\text{max}} \approx 10^{-4} \), \( \Delta \nu \sim 30 \text{ MHz} \) at 300 GHz, which is small compared to the resolution of the FTS.
Chapter 4

Data Reduction

“...It is a profoundly erroneous truism...that we should cultivate the habit of thinking of what we were doing. The precise opposite is the case. Civilization advances by extending the number of important operations which we can perform without thinking about them. Operations of thought are like cavalry charges in battle—they are strictly limited in number, they require fresh horses, and must be made only at decisive moments.”

—Alfred North Whitehead

Although the relationship between a measured interferogram and the corresponding spectrum is that of a simple Fourier (or cosine) transform, the determination of astronomical spectra from many interferograms measured over the course of an observing run requires both scan alignment and some additional processing. After the interferograms are suitably aligned, systematic problems such as cosmic ray hits on the detector or spurious trigger pulses must be identified and the affected scans discarded or corrected. During the processing of scans, data massaging procedures such as dechirping and apodization may also be performed. Finally, the observed interferograms must be combined in order to derive a hot-spillover and atmospheric absorption corrected source antenna temperature $T_A^*$. 

In planetary observations, pairs of scans are taken alternately “on” the source and “off” the source on blank sky. Following completion of the “on” scans, we offset the telescope so that it tracks over the
same sky positions previously traversed by the planet. These "off" scans provide a sky measurement at an atmospheric opacity which is nearly identical to that of the "on" scans. Depending on the strength of the source, many on-off pairs may be required to obtain a usable spectrum. Since on-source observations suffer from atmospheric attenuation, an additional measurement is taken of a "hot" (i.e., ambient temperature) emitter (in our case, a small sheet of Eccosorb placed over the spectrometer's collecting mirror) to provide an unattenuated blackbody spectrum. Hot scans are therefore periodically interspersed with on/off pairs. Suitable processing of these three sets of scans allows atmospheric absorption, hot spillover, and emission from the interferometer's "output port" which is reflected back through the interferometer to be eliminated. In addition, the ratioing procedure we describe below is effective at removing reflective standing waves in the spectra which are produced inside the Winston cone.

FTS data are reduced using the program FTSPEC, which has been specifically written for the CSO FTS. All the processing steps described in this chapter (as well as many not mentioned here) are implemented in this program.

4.1 Planetary Observations

In order to obtain planetary spectra from individual "on," "off," and "hot" scans, the equations of radiative transfer are used (Penzias and Burris 1973). To a good approximation, the Earth's atmosphere can be treated as an absorber/emitter with optical depth $\tau$. The opacity of the Earth's atmosphere attenuates flux from astronomical sources by a factor $e^{-\tau}$, producing a transmitted brightness $B_{\text{trans}}e^{-\tau}$ for a source with disk-averaged brightness $B_{\text{disk}}$, where $B$ is the Planck function. In addition to attenuating the source flux, the Earth's atmosphere also emits. By Kirchhoff's Law, if the atmosphere were in equilibrium emitting $B_{\text{sky}}$, it would emit radiation in order to exactly
balance the radiation it absorbed, giving atmospheric radiation with flux \( B_{\text{atm}} = B_{\text{sky}}(1 - e^{-\tau}) \).

In practice, a sky efficiency \( \eta_{\text{sky}} \) must be inserted appropriately to account for the telescope’s hot spillover (that fraction of the beam intercepted by ambient temperature surfaces—such as the feedlegs). In addition, because the telescope’s beam becomes less responsive away from the pointing center, a frequency-dependent beam coupling efficiency \( \eta_{\ell} \) modifies the \( B_{\text{plin}} \) term (Ulrich and Haas 1976, Kutner and Ulrich 1981, Kutner et al. 1984). Finally, a temperature \( B_{\text{port 2}} \) must be subtracted to account for emission entering the interferometer from its second input port (Braault 1985) which, for our instrument, is reflected back to the detector.

The equations describing our observations are therefore

\[
\begin{align*}
V_{\text{off}} &= G[\eta_{\text{sky}}B_{\text{sky}}(1 - e^{-\tau}) + (1 - \eta_{\text{sky}})B_{\text{plin}} - B_{\text{port 2}}] \\
V_{\text{en}} &= G[\eta_{\ell}\eta_{\text{sky}}B_{\text{plin}}e^{-\tau} + \eta_{\text{sky}}B_{\text{sky}}(1 - e^{-\tau}) + (1 - \eta_{\text{sky}})B_{\text{plin}} - B_{\text{port 2}}] \\
V_{\text{hot}} &= G(B_{\text{plin}} - B_{\text{port 2}}),
\end{align*}
\]

where \( V \) is the detected voltage, \( G \) is the instrumental gain, and all other terms are defined above.

In practice, the factor \( B_{\text{port 2}} \) should really be written

\[
B_{\text{port 2}} = \eta_{\text{hot}}B_{\text{hot}} + \eta_{N_2}B_{N_2} + \eta_{\text{He}}B_{\text{He}} + \eta_{3\text{He}}B_{3\text{He}}
\]

(Serabyn and Weisstein 1996), where \( T_{\text{hot}}, 77 \text{ K}, 4 \text{ K}, \) and 0.3 K are the temperatures of the surfaces subtended by the port 2 beam (hot spillover, liquid nitrogen shield, liquid helium cooled interior, and liquid helium-3-cooled detector) and the \( \eta \)'s their corresponding efficiencies, normalized according to \( \sum \eta = 1 \). However, since the same port 2 emission is measured in all spectra and therefore subtracts away (see below), and because the efficiencies are not in practice known in any case, we need not consider the details of \( \cdot \) further. Dividing \([0-0] \) by \([1-1] \) gives

\[
\frac{V_{\text{en}} - V_{\text{off}}}{V_{\text{hot}} - V_{\text{off}}} = \frac{\eta_{\ell}\eta_{\text{sky}}B_{\text{plin}}e^{-\tau}}{\eta_{\text{sky}}[B_{\text{plin}} - B_{\text{sky}}(1 - e^{-\tau})]} = \frac{\eta_{\ell}B_{\text{plin}}}{B_{\text{sky}}} \frac{1}{1 + e^{\tau}(B_{\text{plin}} - 1)}.
\]
Rearranging, we obtain
\[
\eta \cdot B_{\text{pla}} = \left[ \frac{V_{\text{on}} - V_{\text{off}}}{V_{\text{hot}} - V_{\text{off}}} B_{\text{sky}} \right] \left[ 1 + e^{\frac{B_{\text{hot}}}{B_{\text{sky}}} - 1} \right].
\]

If we now take \( B_{\text{hot}} \approx B_{\text{sky}} \), this simplifies to
\[
\eta \cdot B_{\text{pla}} = \frac{V_{\text{on}} - V_{\text{off}}}{V_{\text{hot}} - V_{\text{off}}} B_{\text{sky}}.
\]

The concept of antenna temperature is usually encountered in temperature and frequency regimes where the Planck function can be well approximated by the Rayleigh-Jeans law. It is therefore convenient to define a so-called Rayleigh-Jeans brightness temperature \( T_B \) corresponding to an observed flux \( B_\nu \) by
\[
T_B \equiv \frac{\epsilon^2 B_\nu}{2kh^2}.
\]

Plugging (1) and (2) into the definition of the antenna temperature corrected for atmospheric absorption and hot spillover (as well as port 2 emission in our case)
\[
T_A^* \equiv \eta \cdot T_{\text{pla}}
\]

(Penzias and Burrus 1973, Ulrich and Haas 1976) then gives
\[
T_A^* = \frac{h\nu/k}{e^{h\nu/kT_{\text{sky}}} - 1} \frac{V_{\text{on}} - V_{\text{off}}}{V_{\text{hot}} - V_{\text{off}}}.
\]

This quantity, computed using on, off, and hot interferograms and the measured ambient temperature, has units of K and is the one used to display most of the spectra presented in this thesis. In the Rayleigh-Jeans limit, \( h\nu/kT_{\text{sky}} \ll 1 \), and (2) simplifies to
\[
T_A^* \approx T_{\text{sky}} \frac{V_{\text{on}} - V_{\text{off}}}{V_{\text{hot}} - V_{\text{off}}}.
\]
4.2 Scan Registration

For weak sources such as Uranus and Neptune, individual on-off interferograms may have insufficient signal-to-noise ratios for their WLFs to be identified. As a result, it is necessary to be able to align the WLFs of interferograms regardless of signal strength. This is achieved using a reference pulse provided by the optical encoder. In addition to providing sample pulses, the encoder also provides an absolute reference mark which is generated upon motion of the translation stage past a fixed point on the encoder. The position of the reference pulse is measured and recorded for each interferogram so that all scans can be properly aligned for processing even if there is some offset in the position of the stage between scans.

For diagnostic purposes (and because the fractional position of the WLF differs in the two directions), scans in the two directions of mirror motion are aligned and processed separately.

4.3 Rejection of Bad Scans

4.3.1 Cosmic Rays

At the high altitude of Mauna Kea, cosmic ray strikes on the detector are a relatively common occurrence. One cosmic ray hit is generally seen every 5-10 minutes, making its presence known in the form of a 0.1-0.2 V spike in an interferogram. The observed spikes are a few sample points wide, corresponding to the $RC$ falloff time of the bolometer preamp. An example of a cosmic ray hit in the middle of an interferogram is shown in Figure .

It is important to remove cosmic ray spikes from interferograms before Fourier transforming. Otherwise, since the Fourier transform of a delta function is a sine wave, the spikes will appear in spectra as high frequency ripples with periods determined by the positions of the spikes within the individual interferograms. An algorithm for automatically detecting and removing cosmic ray
Figure 4.1: Cosmic ray spike in a raw interferogram. The reason no fringes are seen in this interferogram fragment is that only low-power, high-frequency spectral terms have fringes at large OPDs such as the region shown here. Before transforming, the high frequency fringes appear to be swamped by noise, but Fourier transformation reveals the entire interferogram to contain modulated spectral information.

spike is currently used to filter them out. However, because cosmic ray spikes appearing near the WLF often pass undetected, all interferogram are also examined visually, and any scans containing undetected cosmic ray spikes are flagged and omitted from subsequent processing.

4.3.2 Spurious Trigger Pulses

Extra trigger pulses are sometimes generated by the optical encoder during motion of the translation stage. These spurious pulses offset an entire portion of an interferogram beyond the position of the extra pulse, as illustrated in Fig. . Spurious pulses are most likely caused by slight vibrations of the translation stage which, on rare occasions (no more often than ~ once an hour), cause it to backtrack just enough in order to pass over a previous ruling on the optical encoder and generate an additional pulse. Alternatively, spurious pulses could also be caused by electrical pickup from the noisy telescope environment. Although the recurrence rate of spurious pulses seems to vary as a function of translation stage speed, it is not uncommon for entire nights to pass without the occurrence of a single spurious pulse. Because of the relative rarity of spurious trigger pulses, we have not yet been able to completely diagnose and fix the problem in hardware.
Figure 4.2: One of the two interferograms in this plot contains a spurious trigger pulse which shifts it by one sample point beginning near sample number 2255. Scans so affected must be eliminated before Fourier transformation since their fringes are not correctly modulated.

As a result, interferograms which are offset by extra pulses must be identified and excluded (or fixed) before Fourier transformation in order to avoid contamination. For interferograms with an extra pulse near the WLF, the consequences of accidentally including this data in computing an average spectrum could be particularly undesirable. Fortunately, shifted interferograms can be identified easily by comparison with a “template” interferogram which must, of course, itself be free of spurious triggers. By aligning two interferograms using the recorded reference position and taking the sum of square differences between points, bad scans stand out prominently due to their anomalously large RMS residuals. A plot of the residuals for several hours worth of data is shown in Fig. . In the plot, the bad scan shown in Fig. 1 is immediately evident.

In addition to providing a mechanism for detecting shifted interferograms, comparison using a template also provides a means for monitoring sky variations. This is possible because the increased noise in interferograms accompanying changing atmospheric transmission appears as a secular increase in RMS deviation as a function of time. In fact, on nights when transmission was known to degrade and then later improve, a corresponding rise and fall of the interferogram RMSes compared to a template interferogram is seen clearly (Seraisky and Weisstein 1996).
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Figure 4.3: Comparison of the RMS residuals obtained by comparing a sequence of scans with a "template" scan. Downward-going scans (odd-numbered) are shown as solid squares (■) and upward-going (even-numbered) scans are shown as outlined circles (○). Scan 1096, the scan with a spurious trigger pulse shown in Fig. 1, stands out clearly due to its anomalously large RMS residual.

4.4 Dechirping

The presence of phase errors between the two arms of an FTS can result in asymmetric two-sided interferograms. Instrumental misalignment is the simplest source, but other instrumental effects (such as frequency-dependent phase shifts in data recording equipment or dispersion in the beamsplitter) can also produce phase errors (Schnopper and Thompson 1974). An asymmetric interferogram resulting from frequency dependent phase errors is said to be "chirped." Loewenstein (1963), Forman et al. (1966), Mertz (1967), Sakai et al. (1968), and Schnopper and Thompson (1974) have all considered methods of "dechirping" such interferograms. The simplest approach is to use a short two-sided portion of a scan to determine the phase dependence on frequency at low resolution, then use this information to correct the high resolution one-sided interferogram (after Fourier transforming). The FTSPEC program can implement dechirping, but the high quality of the interferograms obtained with our FTS combined with the unimportance of dispersion in the mylar beamsplitter renders this procedure unnecessary. Observed interferograms are almost completely symmetrical without any additional processing.
4.5 Apodization

Apodization, sometimes also called tapering, is a mathematical technique used to reduce the Gibbs phenomenon "ringing" which is produced in a spectrum obtained from a truncated interferogram. Since interferograms can only be measured out to some finite distance, all laboratory interferograms are truncated. As shown by ( ), the observed spectrum is related to the true spectrum by a convolution with the "instrument function" (or "apparatus function") obtained by Fourier transforming the apodization function. The instrument function corresponding to the simplest apodization—the rectangle function produced by a finite-length interferogram—is a sinc function. Because of the large sidelobes of this function, it is sometimes desirable to multiply the original interferogram by some other function which goes smoothly to zero at the end of the interferogram (e.g., Schnopper and Thompson 1974). Table lists the most commonly used apodization functions and their transforms, both of which are plotted in Fig. .

While apodization suppresses sidelobes, it also results in a broadening of spectral features (Thompson et al. 1991, p. 239). Table lists the widths, peak, and peak sidelobes of the apodization functions in Table . For a given application, these two factors must be balanced when selecting an appropriate apodization function. Spectra obtained with the CSO FTS have been processed using a variety of apodization functions. For planetary interferograms, apodization made no discernible difference. This is true because the broad width of planetary features smears out the ringing of the instrument functions, averaging out their effect. Furthermore, because the signal levels in our interferograms are very weak near the maximum optical path difference, the interferograms are effectively "self-apodized" by noise, making additional apodization unnecessary. Even for fairly narrow lines such as those in the Orion Molecular Cloud core (Serabyn and Weisstein 1995), only a single sidelobe of ringing was evident for the strongest CO lines. In this case, the desire for the highest
Figure 4.4: Apodization functions, their instrument functions, and blowups of the first few sidelobes.
<table>
<thead>
<tr>
<th>Type</th>
<th>Apodization Function</th>
<th>Instrument Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartlett</td>
<td>1 - (\frac{L}{4L})</td>
<td>(L \cdot \text{sinc}^2(\pi k L))</td>
</tr>
<tr>
<td>Blackman</td>
<td>0.42 + 0.5 \cos(\frac{\pi L}{2}) + 0.08 \cos(2\frac{\pi L}{2})</td>
<td>(\frac{L(0.81-0.39L^2-2.17\times10^{-19}L^4)\sin(2\pi k L)}{(1-L^2)\sin^2(\pi k L)})</td>
</tr>
<tr>
<td>Combes</td>
<td>((1 - \frac{L^2}{2})^2)</td>
<td>(8L\sqrt{2\pi} \frac{\text{J}_2(\pi k L)}{(3\pi k L)^2} )</td>
</tr>
<tr>
<td>Cosine</td>
<td>\cos\left(\frac{\pi L}{2}\right)</td>
<td>(\frac{4L\cos(3\pi k L)}{\pi(1-6L^2)^2})</td>
</tr>
<tr>
<td>Gaussian*</td>
<td>(e^{-x^2/(2\sigma^2)})</td>
<td>(\int_0^L \cos(2\pi k x) e^{-x^2/(2\sigma^2)} dx)</td>
</tr>
<tr>
<td>Hamming</td>
<td>0.54 + 0.46 \cos(\frac{\pi L}{2})</td>
<td>(\frac{1}{(1-6L^2)^2} \text{sinc}(2\pi k L))</td>
</tr>
<tr>
<td>Hanning†</td>
<td>\cos^2\left(\frac{\pi L}{2}\right)</td>
<td>(\frac{1}{1-6L^2})</td>
</tr>
<tr>
<td>Uniform</td>
<td>1</td>
<td>(2L \cdot \text{sinc}(2\pi k L))</td>
</tr>
</tbody>
</table>

*For Gaussian apodization, \(\sigma^2\) is the variance of the Gaussian function, which can be chosen independently of \(L\).

†The instrument function for Hanning apodization can also be written

\[a[\text{sinc}(2\pi k L) + \frac{1}{2} \text{sinc}(2\pi k L - \pi) + \frac{1}{2} \text{sinc}(2\pi k L + \pi)].\]

Table 4.1: Various commonly used apodization functions and their corresponding instrument functions as illustrated in Fig. 4.1. \(L\) is the length of the one-sided portion of an interferogram (in sample numbers).

Possible resolution precluded the use of apodization.

### 4.6 Scan Weighting

Over the course of an observing run, there are a number of time-varying factors which affect the quality of the data. In addition to changing airmass, the atmospheric opacity, ground-level humidity, and ground temperature all change over the course of a night. These factors are monitored by CSO meteorological instruments, and their values are stored to the header of each interferogram. As a result, scans taken under more favorable conditions can be given a higher weighting in the final processing. Since the quality of planetary spectra should, to first order, be proportional to atmospheric transmission at the time of their observation, the weighting

\[w(\tau_0, \text{AM}) \propto e^{-\tau_0/\mu} = e^{-\tau_0 \cdot \text{AM}},\]
Table 4.2: Width, peak value, and peak positive and negative sidelobes for the instrument functions illustrated in Fig. . The values for Gaussian apodization depend on the choice of the Gaussian variance $\sigma^2$.

where $\tau_0$ is the zenith atmospheric optical depth at 225 GHz as measured by the on-site water vapor radiometer, $\mu$ is the cosine of the emission angle, and AM is the airmass, is usually used. In practice, $\tau_0$ should really be scaled to the relevant frequency of observations. However, on good nights during which conditions do not change very much, uniform weighting gives indistinguishable final spectra. Some care is also required on nights when the CSO tipping radiometer is acting up, a not uncommon occurrence. Under circumstances understood only by the radiometer, it is quite capable of producing a time series for tau which is punctuated by abrupt (and spurious) spikes.

### 4.7 Shifting and Transforming

The recording of a reference pulse allows alignment of interferograms according to their absolute position on the translation stage. However, the position of the WLF is really what is required for proper scan alignment. Knowledge of the WLF position is also needed to determine the zero point for Fourier transformation. In order to find the offset between the WLF and reference pulse position, we intersperse measurements of planetary sources with scans on an ambient temperature (or “hot”) reference blackbody. Because the hot load shows a strong and easily identifiable WLF (whereas
interferograms of weak astronomical source might not), the position of the WLF relative to the
reference pulse can be found for the reference scans, and then this offset applied to the remainder
of the scans. Because phase delays in the amplifier circuitry give different reference–WLF offsets in
the two directions of mirror motion, the offsets must be determined separately for the two directions.

Frequent measurement of reference scans also allows the monitoring of secular shifts which occur
in the position of the WLF during the course of observations. Such shifts can be produced by
thermal expansion/contraction or by instrumental flexure as a function of zenith angle, and are
generally fairly small in size (\( \sim 0.3 \) of a sample channel, or \( \sim 12 \) \( \mu \)m of OPD over an entire night).
However, Fourier transformation of interferograms using an incorrectly positioned WLF introduces
a phase shift \( e^{i\Delta \phi} \) which produces step-function-like behavior in the spectral baselines (they are
pulled low on one side of the passband and pushed high on the other). This phenomenon is highly
undesirable for measurements requiring accurate continuum levels, especially for weak sources such
as Uranus and Neptune. The reference scans can therefore be used to fit a smooth function through
the WLF offsets over the course of the night (with the scan number, zenith angle, or other observing
parameter as the free variable), which can then be used to interpolate the measured WLF offsets to
the non-reference scans.

In order to apply the above procedure, it is necessary to either (1) Fourier transform each pair of
on–off scans separately and then apply the instantaneous \( e^{i\phi_n} \) phase shift derived from the reference
scans, or (2) interpolate and shift the interferograms to a common WLF position (again using the
fit to the reference scans), do the on–off subtraction, and then perform a single transform with no
phase shift. The latter approach is less robust since the large OPD portion of the interferogram is
noisy and cannot easily be interpolated (although the strong central few fringes can). It is also much
more time consuming (at least in its current implementation), since a direct 20,000 point polynomial
interpolation is considerably slower than a fast Fourier transform. A third approach is to use the reference scans to compute the average reference-WLF difference for an entire set of scans, co-add interferograms in position space using the integer part of the average reference-WLF difference to determine alignment, Fourier transform, then use the fractional part of the average WLF for phase shifting by $e^{i\theta}$.

For large data sets, this latter approach is many times faster than the previous two methods since no interpolation of interferograms is used and only one Fourier transform need be computed for the entire set of "on" and "off" scans in a given direction. Processing in position space also allows the on-off difference interferograms to be directly examined, giving a good indication of the quality of the data before it is even transformed. In practice, all three of these techniques are found to give nearly identical results. The position space approach is therefore used while observing at the telescope in order to allow rapid on-line processing of data as it is acquired, and the frequency space approach is used off-line for the final processing of the data.
Chapter 5

Radiative Transfer Modeling

"Remote from human passions, remote even from the pitiful facts of nature, the
generations have gradually created an ordered cosmos, where pure thought can
dwell as in its natural home and where one, at least, of our nobler impulses can
escape from the dreary exile of the actual world."

—Bertrand Russell

"When they come to model Heaven
And calculate the stars, how they will wield
The mighty frame, how build, unbuild, contrive
To save appearances, how grid the sphere
With centric and eccentric scribbled o’er
Cycle and epicycle, orb in orb."

—John Milton (Paradise Lost)

All radiative transfer modeling is ultimately based on the fundamental equation of radiative
transfer, which relates the change in radiation intensity $I_\nu$ along a ray path to local absorption $k_\nu$
and volume emission $j_\nu$,

$$
\frac{1}{k_\nu} \frac{dI_\nu}{ds} = -I_\nu + \frac{j_\nu}{k_\nu}.
$$

For a non-scattering atmosphere in local thermodynamical equilibrium, $j_\nu/k_\nu$ equals the Planck
function $B_\nu$ at the local temperature $T$. The solution to (7) is then given by

$$
I_\nu(s_0) = I_\nu(0)e^{-\int_0^{s_0} k_\nu(s)\,ds} + \int_0^{s_0} k_\nu(s)B_\nu(T(s))e^{-\int_0^{s_0} k_\nu(s')\,ds'}\,ds
$$

(Chandrasekhar 1960), where $s_0$ is the optical path above the surface and $I_\nu(0)$ is the surface
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brightness. For observations of emission from planetary atmospheres, the integration is instead begun at the top of the atmosphere and continued downward until either the surface or some very large optical depth is reached. In the latter case, the “surface emission” term can be neglected.

For numerical evaluation of the absorption due to multiple absorbers in a real atmosphere divided into \( N \) layers, it is useful to rewrite (1) in a discretized form,

\[
I_{\nu} = \sum_{i=1}^{N} B_{\nu}(T_i)(1 - e^{-\Delta \tau_i/\mu_i})e^{-\sum_{j=i}^{N}(\Delta \tau_j/\mu_j)}
\]

where \( T_i \) is the temperature of layer \( i \),

\[
\Delta \tau_i \equiv \int k_{\nu}(p)\frac{dz}{dp}dp
\]

is the total optical depth in layer \( i \), \( k_{\nu}(p) \) is the absorption coefficient at pressure level \( p \) due to all contributing species (with units of \( \text{cm}^{-1} \)), and

\[
\mu \equiv \cos \theta = \frac{dz}{ds}
\]

is the cosine of the emission angle \( \theta \) (the angle between the local vertical and the line-of-sight).

In our atmospheric model, the opacity is computed starting at some top pressure level. The equations of radiative transfer are then applied to find the contribution to the brightness temperature and optical depth from this level. Calculation then proceeds to the next pressure level, and so on, until a specified (large) optical depth is reached. The atmospheric levels are treated as locally spherical for the purposes of the radiative transfer model (since spheroidal layers become geometrically unmanageable for oblique ray paths), but a full Darwin-de Sitter spheroid formalism (Zharkov and Trubitsyn 1978) is used for calculating the net gravitational acceleration at each layer. In order to compute \( \mu \), the planetocentric latitude is converted to planetographic latitude as in de Pater and Massie (1985).
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It is often useful to view $()$ as a sum of contributions of various atmospheric layers to the total radiation emitted at the top. This can be done by defining the so-called weighting function (Clancy and Muhleman 1994) by

$$W_i = (1 - e^{-\Delta \tau_i / \mu_i}) e^{-\sum_{j=1}^{i} (\Delta \tau_j / \mu_j)}.$$

Then $()$ can be written in the particularly simple form

$$I_\nu = \sum_{i=1}^{N} W_i B_\nu(T_i),$$

and a plot of $W_i$ versus altitude immediately shows the atmospheric levels from which the majority of the observed flux originates.

In order to calculate the radiation emitted by an atmosphere, it is necessary to specify the temperature and compositional structure as a function of altitude. For the jovian planets, the temperature profiles are well known from both radio occultation and infrared emission measurements. Unfortunately, because not much is known about the deep cloud-forming regions of the jovian planets, compositional effects involving condensation and chemical equilibria between species must be analyzed using models. The opacity of the constituent species as a function of frequency must also be known, which requires extensive laboratory measurements to determine these species’ behavior as a function of temperature and pressure in an atmosphere containing various other components. For the jovian planets, such measurements can involve inconveniently high pressures or low temperatures, as well as dangerous chemicals (such as explosive H$_2$ and neurotoxic PH$_3$). And while many experiments have been performed in order to provide atmospheric modelers with accurate opacities, there are still major uncertainties in such important areas as the NH$_3$ inversion and rotation lineshapes and the low-temperature saturation vapor pressure curves for minor constituents such as HCN and PH$_3$.

The radiative transfer model used to calculate the synthetic spectra with which we interpret
our millimeter-submillimeter spectra is based on the code of A. Grossman (Grossman et al. 1989, Grossman 1990), which in turn is a synthesis of the classic review paper of Berge and Gulkis (1976) and previous modeling work by Atreya and Romani (1985) and de Pater and Massie (1985). Model spectra of the jovian planets containing a range of mole fractions for a variety of molecules have been previously generated by Encrenaz and Combes (1977), Lellouch et al. (1984), Bézard et al. (1986), and Encrenaz et al. (1995).

5.1 Pressure-Temperature Profiles

The pressure-temperature profiles used in this model are the radio occultation results summarized in Lindal (1992). For Neptune, however, we use the profile of Gautier et al. (1995) instead of that of Lindal (1992), resulting in slightly cooler temperatures. A summary of the extant jovian radio occultation profiles, together with profiles obtained for the lower stratospheres and upper tropospheres of Jupiter, Saturn, and Neptune from infrared measurements (Orton et al. 1992, Courtin et al. 1984, Gautier et al. 1995) is given in Table . For pressures greater than those probed by the radio occultation measurements, temperatures were adiabatically extrapolated downward to several tens of bars (Fig. ). A wet adiabat including condensation of CH₄, NH₃, H₂S, and H₂O was used for the extrapolation (Atreya and Romani 1985, Briggs and Sackett 1989), where the formalisms used to compute latent heats and treat chemical equilibrium between H₂S and NH₃ were adopted from Grossman (1990). In order to ensure that the opacity remained reasonably small in each layer, the pressure-temperature profiles were interpolated to small logarithmically spaced layers in pressure.

The heat capacity of H₂ gas depends on its ortho to para ratio (Massie and Hunten 1982, Gierasch 1983, Conrath and Gierasch 1984, Baines et al. 1995, Smith and Gierasch 1995), with the most significant difference occurring at temperatures ≲ 250 K. Grossman (1990, p. 87) plots the heat
### Table 5.1: Summary table of extant measurements of the temperature profile as a function of pressure for the jovian planets.

<table>
<thead>
<tr>
<th>Planet</th>
<th>$p_{\text{max}}$ (bar)</th>
<th>Source</th>
<th>Latitude</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jupiter</td>
<td>1000</td>
<td>Voyager 1 egress</td>
<td>$0^\circ$</td>
<td>Lindal et al. 1981, Lindal 1992</td>
</tr>
<tr>
<td></td>
<td>977</td>
<td>Thermal IR emission</td>
<td>$9 - 15^\circ$ N</td>
<td>Orton et al. 1992 (quoted in Marten et al. 1994)</td>
</tr>
<tr>
<td>Saturn</td>
<td>1298</td>
<td>Voyager 2 ingress</td>
<td>$36.3^\circ$ N</td>
<td>Lindal et al. 1985, Lindal 1992</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>Thermal IR emission</td>
<td>$36.5^\circ$ N</td>
<td>Courtin 1984</td>
</tr>
<tr>
<td>Uranus</td>
<td>2909</td>
<td>Voyager 2 ingress</td>
<td>$2 - 6^\circ$ S</td>
<td>Lindal et al. 1987, Lindal 1992</td>
</tr>
<tr>
<td>Neptune</td>
<td>6208</td>
<td>Voyager 2 ingress</td>
<td>$59 - 62^\circ$ N</td>
<td>Lindal 1992</td>
</tr>
<tr>
<td></td>
<td>$\sim 6000$</td>
<td>Thermal IR emission</td>
<td>?</td>
<td>Gautier et al. 1995</td>
</tr>
</tbody>
</table>

#### Figure 5.1: Pressure-temperature profiles obtained from the Voyager radio occultation experiment.
Table 5.2: Major atmospheric constituents for the jovian planets used in the radiative transfer model.

<table>
<thead>
<tr>
<th>Species</th>
<th>Jupiter</th>
<th>Saturn</th>
<th>Uranus</th>
<th>Neptune</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂</td>
<td>0.897</td>
<td>0.963</td>
<td>0.850</td>
<td>0.810</td>
</tr>
<tr>
<td>He</td>
<td>0.100</td>
<td>0.030</td>
<td>0.127</td>
<td>0.170</td>
</tr>
<tr>
<td>CH₄</td>
<td>0.003</td>
<td>0.004</td>
<td>0.023</td>
<td>0.020</td>
</tr>
</tbody>
</table>

capacity of H₂ for the so-called intermediate-frozen, equilibrium, normal, \(\textit{para}\), and \(\textit{ortho}\) cases. In our model, we adopt the "frozen" value for the heat capacity of hydrogen for all the jovian planets. The specific heats of He, CH₄, H₂O, NH₃, and H₂S used in the adiabatic extrapolation are taken from Grossman (1990).

## 5.2 Composition

Table summarizes the composition of the major species H₂, He, and CH₄ used in the model. For Jupiter, the values were obtained by rescaling the least-squares fits from various observations given by Fegley (1994) to obtain a sum of unity. Mole fractions in Saturn represent the best values obtained by Voyager IRIS measurements (Conrath \textit{et al.} 1984, Courtin \textit{et al.} 1984). Data for Uranus are taken from Lindal \textit{et al.} (1987) and data for Neptune from Lindal (1992).

In the absence of definitive data, the sub-cloud concentrations of the condensible species NH₃, H₂O, and H₂S are taken to assume the solar values for N, O, and S of \(1.676 \times 10^{-4}\), \(1.328 \times 10^{-3}\), and \(3.621 \times 10^{-5}\). NH₃ and H₂O are assumed to follow a saturation law above their respective clouds, the chemical equilibrium between NH₃ and H₂S is used to obtain the H₂S saturation law, and all species other than H₂ and He are assumed to be cutoff above the tropopause.

In addition to the species listed above, a great many disequilibrium species have been detected in the jovian planets, primarily using infrared spectroscopy. CO, PH₃, GeH₄, and AsH₃ have all been detected in Jupiter and Saturn (e.g., Larson \textit{et al.} 1977, Bjoraker \textit{et al.} 1986, Noll \textit{et al.} 1986,
Noll et al. 1988, Noll et al. 1989, Noll and Larson 1990). In addition, PH$_3$ has been detected in the millimeter-submillimeter in both Jupiter and Saturn (Weisstein and Serabyn 1994, Weisstein et al. 1996) and HCl (and possibly HCN) has been tentatively identified in Saturn (Weisstein and Serabyn 1996; see Chapter 7). In the following, the concentrations of minor species considered in various models are discussed on an individual basis.

5.3 Opacity Sources

The opacity sources included in this model are emission from H$_2$ dipoles induced by H$_2$-H$_2$, H$_2$-He, and H$_2$-CH$_4$ collisions, the band of NH$_3$ inversion lines centered at centimeter wavelengths, the three NH$_3$ rotational lines at 572.4, 1168.5, and 1215.2 GHz, and the strong PH$_3$ rotational lines with frequencies less than 1200 GHz. In addition, opacity due to the species CO, H$_2$O, H$_2$S, HBr, HCl, HCN, HCP, LiH, NaH is included in the code.

5.3.1 H$_2$-H$_2$

The opacity contributed by spontaneous dipole formation induced by the collisions of H$_2$-He and H$_2$-H$_2$ can parameterized using the empirical formalism of Goodman (1969) as discussed in Berge and Gulkis (1976). Goodman’s equation extrapolates the values computed by Trafton (1965) and gives opacity as a function of temperature and H$_2$ and He partial pressures. A similar, slightly simpler empirical formalism is used by Encrenaz et al. (1995). However, in our model, we use instead the quantum mechanically derived (but still requiring insertion of an empirical intensity function) formulas of Bachet et al. (1983) and Dore et al. (1983), as summarized in Hofstadter (1992). As can be seen in Fig. , a comparison of all three formalisms reveals them to be virtually identical in the entire sub-THz band. A fourth formalism derived by Meyer et al. (1989) is not considered here.

Fig. plots the H$_2$-H$_2$ absorption coefficient calculated using the formalism of Bachet et al. (1983).
for temperatures of 77, 195, and 297 K.

5.3.2 H2-He

Berge and Guliks (1976) and Encarnaz et al. (1995) use empirical expressions to calculate absorption due to He-H2 collisions as well as H2-H2 collisions. In this work however, we follow Hofstadter (1992) in using instead the quantum mechanically derived expressions of Birnbaum and Cohen (1976) and Cohen et al. (1982). An alternative formalism due to Borysow et al. (1988) is not considered here. Fig. plots the absorption coefficient calculated using the formalism of Cohen et al. (1982) for temperatures of 77, 195, and 297 K.
Figure 5.4: H₂-He absorption calculated using the formalism of Cohen et al. (1982).

Figure 5.5: H₂-CH₄ absorption calculated using the formalism of Orton et al. (1983).

5.3.3 H₂-CH₄

Formalisms for the opacity contributed by spontaneous dipole formation induced by the collisions of H₂-CH₄ (which is especially important in Uranus and Neptune) have been developed by Orton et al. (1983) and Borysow and Frommhold (1986, 1987). We again follow Hofstadter (1992), utilizing the formalism of Orton et al. (1983). Fig. plots the absorption coefficient calculated using this formalism for temperatures of 77, 195, and 297 K.
5.3.4 NH3 Inversion

The NH3 molecule resembles a triangular-base pyramid, with the three hydrogen atoms at the corners of the base and the nitrogen atom at the apex. However, quantum mechanical tunnelling of the nitrogen atom allows it to pass through the pyramid base to the other side, overcoming the potential barrier which should prevent such a feat (Townes and Schawlow 1975). A transition in which the nitrogen atoms flips the orientation of the pyramid is distinct from a simple rotation, and is called an inversion transition since it “inverts” the pyramid. There are 119 NH3 inversion lines with wavelengths longer than 1.3 cm (Poynter and Kakar 1975, Pickett et al. 1992), and these are summed over using a Van Vleck-Weisskopf lineshape according to the formalism of Wrixon and Welch (1970), as summarized in Grossman (1990). Although a Ben-Reuven lineshape has been found to best-fit observations at frequencies less than 30 GHz, the Van Vleck-Weisskopf lineshape appears to provide a better fit at higher frequencies (Berge and Gulkis 1976, de Pater and Massie 1985). Recent measurements, however, indicate that both the Van Vleck-Weisskopf and Ben-Reuven lineshapes may provide an inadequate description of observations at centimeter and shorter wavelengths (Spilker 1993). Unfortunately, a new NH3 lineshape formalism developed by Spilker is currently applicable only to frequencies less than $\sim 50$ GHz (T. R. Spilker, pers. comm.). An alternate Ben-Reuven formalism, not used here, has been developed by Joiner and Steffes (1990).

5.3.5 NH3 Rotation

The NH3 rotational lines are assumed to have a Van Vleck-Weisskopf lineshape. The relevant functional form for each of these lines is taken from de Pater and Massie (1985).
5.3.6 \ PH3

The pressure broadening coefficients for the $J = 1 - 0$ (206.945 GHz) rotational transition of PH$_3$ in He and H$_2$ are taken from the room temperature laboratory measurements of Pickett \textit{et al.} (1981),

$$\Delta \nu = (4390 \text{ MHz/bar})_{\text{PH}_3} + (2240 \text{ MHz/bar})_{\text{H}_2}.$$

Because the PH$_3$ molecule is a symmetric top, the $J = 3 - 2$ PH$_3$ line is a triplet composed of $K = 0$, 1, and 2 levels. These three components are comparable in line strength and are separated by a total of $\sim 100$ MHz (Pickett \textit{et al.} 1992), a very small offset compared to the expected pressure-broadened line widths in jovian planets. Because laboratory measurements of the pressure broadening coefficient for the $J = 3 - 2$ triplet in hydrogen-helium atmospheres do not exist, our model uses the pressure broadening coefficients of the $J = 1 - 0$ transition measured by Pickett \textit{et al.} (1981).

There are no published determinations of the temperature broadening exponent for any PH$_3$ rotational lines. The only extant laboratory measurements are for vibrational transitions at 1950-2150 cm$^{-1}$ (Levy \textit{et al.} 1994) which suggest $n = 0.73$. Because the temperature broadening exponent has not been measured, we adopted $n = 0.67$ for both $1 - 0$ and $3 - 2$ transitions—the same value as given by Berge and Gulkis (1976) for NH$_3$. We also adopt a Lorentzian lineshape for all PH$_3$ transitions.

5.3.7 \ H$_2$O

At millimeter-submillimeter wavelengths, radiation does not penetrate the atmospheres of the jovian atmospheres deeply enough to encounter water vapor or liquid H$_2$O. Even though H$_2$O opacity is unimportant for millimeter-submillimeter observations, it is implemented in the radiative transfer code in order to extend the model's applicability to centimeter wavelengths (where it can be compared with the models of Grossman 1990 and Hofstadter 1992). Three different H$_2$O formalisms,
one proposed by Goodman (1969) (summarized in Berge and Gulkis 1976) and two proposed by Waters (1976), are implemented. Waters gives expressions valid at frequencies $\nu < 300$ GHz for the opacity due to the 10 strong H$_2$O transitions with frequencies $< 450$ GHz. He also gives an expression valid for frequencies $\nu < 100$ GHz which includes only the lowest frequency 22.235 GHz H$_2$O transition. These expressions have been found to agree with laboratory data for N$_2$/O$_2$ atmospheres and pressures $\leq 1$ bar, but have not been tested for jovian atmospheres. Berge and Gulkis (1976), on the other hand, give a formalism explicitly valid for H$_2$-He atmospheres, but which includes only the 22 GHz H$_2$O line.

The opacity of suspended water droplets is also included in the model. An expression given by Liebe (1985) is used, where the dielectric constants (valid for frequencies $\nu < 300$ GHz) are taken from Chang and Wilheit (1979). These formulas are discussed in Grossman (1990).

5.3.8 Minor Species

The frequencies, line strengths, and energies for all minor species were taken from Pickett et al. (1992). They were all modeled with a Lorentzian line shape. Temperature exponents and widths, when available, were taken from a variety of sources.

5.4 Lineshapes

The millimeter and submillimeter continua of the giant planets are produced by the far wings of NH$_3$ inversion lines (Poynter and Kakar 1975), the fundamental NH$_3$ $J = 1 - 0$ rotational transition at 572 GHz and its first few overtones, the first few rotational transitions of PH$_3$, and transitions of collisionally induced dipoles in molecular hydrogen. These spectral lines are spread out by temperature and pressure broadening mechanisms. However, at the tropospheric levels probed by our observations, pressure broadening is far more important because of the high pressures and
Figure 5.6: 1-D radiative transfer models for (a) Jupiter and (b) Saturn for various published NH$_3$ lineshape formalisms. BR stands for Ben-Reuven and VVW for Van Vleck-Weisskopf.

relatively low temperatures present there.

The simplest treatment of collisional broadening gives a Lorentzian lineshape, while more detailed treatments give complicated profiles such as the Ben-Reuven, Van Vleck-Weisskopf, and kinetic lineshapes. Although the more complicated lineshapes do not differ substantially from the Lorentzian near the line center, the discrepancies can be significant in the far linewings. As a result, in order to obtain the correct opacities at frequencies far from line center, the Ben-Reuven, Van Vleck-Weisskopf, or kinetic lineshape must usually be employed for species which have strong lines or are present high concentrations. Since the agreement (or lack thereof) between a given theoretical lineshape and the actual measured profile must be established empirically, the choice of the correct line broadening parameters rests on careful laboratory measurements under the appropriate ambient conditions of planetary atmospheres. Fig. shows 1-D model spectra of Jupiter and Saturn for various NH$_3$ inversion lineshapes. At low frequencies, the deviation in the predicted brightness temperatures is quite large, emphasizing the importance of having accurate lineshape information.
5.4.1 Doppler Lineshape

Doppler line-broadening results from the random motion of radiating molecules, and is therefore dependent on temperature. The Doppler lineshape takes the form of a Gaussian,

$$\phi(\nu) = \frac{1}{\alpha_D} \sqrt{\frac{\ln 2}{\pi}} e^{-(\ln 2)(\nu - \nu_0)^2/\alpha_D^2},$$

where the Doppler half-width is given by

$$\alpha_D \equiv \frac{\nu_0}{c} \sqrt{\frac{2 \ln 2 R T}{M}} = 1.131 \times 10^{-8} \sqrt{\frac{T}{M}} \nu_0$$

(Townes and Schawlow 1975, pp. 337-338). In (), $R$ is the universal gas constant, $T$ is the thermal temperature, $M$ is the mean molar mass (in kg), and $c$ is the speed of light. Plugging values appropriate for Jupiter’s tropopause ($T \sim 120 \text{ K}$ and $M \sim 2.2 \times 10^{-3} \text{ kg}$) into () at 1 mm ($\nu = 300$ GHz) gives $\alpha_D = 0.8 \text{ MHz}$. This value is very small compared to pressure broadening (discussed below) and much less than the maximum FTS resolution of 200 MHz, so Doppler broadening need not be considered in our models.

5.4.2 Voigt Lineshape

The Voigt profile is the spectral line shape which results from a superposition of independent Lorentzian and Doppler line broadening mechanisms (e.g., Armstrong 1967). It is given by the expression

$$\phi(\nu) = \frac{1}{\alpha_D} \sqrt{\frac{\ln 2}{\pi}} K(x, y),$$

where $K(x, y)$ is the “Voigt function”

$$K(x, y) \equiv \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{y^2 + (x - t)^2} dt.$$ 

In (),

$$y \equiv \frac{\alpha_L}{\alpha_D} \sqrt{\ln 2}$$
is the ratio of Lorentz to Doppler widths and

\[ x \equiv \frac{\nu - \nu_0}{\alpha_D} \sqrt{\ln 2} \]

is the frequency scale in units of Doppler half-width \( \alpha_D \).

Since Doppler broadening is negligible compared to pressure broadening for jovian tropospheric lines, consideration of a Voigt profile is also unnecessary for modeling of our spectra.

5.4.3 Lorentzian Lineshape

Pressure broadening results from collisions between molecules in a gas. It is the most important source of broadening when pressures are high. The simplest treatment of pressure broadening produces a Lorentzian lineshape centered at the transition frequency \( \nu_0 \) and given by the functional form

\[ \phi(\nu) = \frac{1}{\pi} \frac{\alpha_L}{(\nu - \nu_0)^2 + \alpha_L^2} \]

(Townes and Schawlow 1975, pp. 338-339), where \( \alpha_L \) is the Lorentzian half-width. This simplest of all collisional lineshapes has the additional attractive property of being area-normalized to unity. While more complicated formalisms may be needed for species which are major atmospheric constituents, a Lorentzian is used in our model for the rotational lines of all species other than H₂, He, CH₄, and NH₃.

5.4.4 Ben-Reuven Lineshape

The quantum mechanical treatment of collisional broadening is formally similar to the effect of collisions on a classical oscillator. Considering changes in the amplitude, phase, orientation, and momentum of a classical oscillator upon collision, a very general function called the Ben-Reuven
lineshape can be derived (Waters 1976). It is given by the expression

\[ \phi(\nu) = \frac{2}{\pi} \left( \frac{\nu}{\nu_0} \right) \frac{(\gamma - \xi)\nu^2 + 2\xi[(\nu + \nu_0 + \delta)^2 + \gamma^2 - \xi^2]}{[(\nu_0 + \delta)^2 - \nu^2 + \gamma^2 - \xi^2]^2 + 4\nu^2\gamma^2}, \]

where \( \gamma, \xi \) (or \( \zeta \)), and \( \delta \) are the pressure-broadened line width, coupling element, and pressure shift terms (which, practically speaking, must be measured in the lab for a given gas). The Ben-Reuven lineshape has been used to describe NH\(_3\) inversions (Wrixon and Welch 1970, Berge and Gulkis 1976, Joiner and Steffes 1990, Spilker 1993) and H\(_2\)S rotational lines (DeBoer and Steffes 1994), but is not used in our model. Under certain assumptions, the Ben-Reuven lineshape simplifies to the Van Vleck-Weisskopf or kinetic lineshape.

### 5.4.5 Van Vleck-Weisskopf Lineshape

The Van Vleck-Weisskopf lineshape (Van Vleck and Weisskopf 1945) is given by

\[ \phi(\nu) = \frac{1}{\pi} \left( \frac{\nu}{\nu_0} \right) \left[ \frac{\gamma}{(\nu - \nu_0)^2 + \gamma^2} \right. \left. + \frac{\gamma}{(\nu + \nu_0)^2 + \gamma^2} \right]. \]

It is a special form of the Ben-Reuven lineshape under the assumptions that there are no momentum-reversing collisions and that collision-induced phase shifts are random, in which case \( \zeta = 0 \) and \( \delta = 0 \) (Waters 1976). The Van Vleck-Weisskopf lineshape has been used to describe NH\(_3\) inversion and rotational lines (Wrixon and Welch 1970, Wrixon et al. 1971, de Pater and Massie 1985), and is used for this purpose in our model.

### 5.4.6 Kinetic Lineshape

The kinetic lineshape (also called the Gross or Zhevakin-Naumov lineshape) is given by

\[ \phi(\nu) = \frac{1}{\pi} \frac{4\nu_0\gamma}{(\nu_0^2 - \nu^2)^2 + 4\nu^2\gamma^2}. \]

It is a special form of the Ben-Reuven lineshape under the assumption that only momentum reversing collisions take place, in which case \( \gamma = \zeta \) and \( \delta = 0 \) (Waters 1976). The kinetic lineshape has been
used for modeling H₂O lines in the Earth (Liebe 1981) and NH₃ lines in Jupiter and Saturn (Marten et al. 1980), but is not used in our model.

5.5 Pressure and Temperature Exponents

The width of a pressure-broadened spectral line depends on the temperature and pressure of the surrounding gas. The width is usually parameterized by the expression

$$\Delta \nu = (\Delta \nu)_0 \left( \frac{P}{P_0} \right)^m \left( \frac{T_0}{T} \right)^n,$$

where $(\Delta \nu)_0$ is the width at some standard temperature $T_0$ and pressure $P_0$, $m$ is the pressure broadening exponent (usually $\sim 1$) and $n$ is the temperature broadening exponent (usually 0.5-1.0). Laboratory measurements of $m$ and $n$ (as well as $(\Delta \nu)_0$!) are spotty at best. $m$ is often taken as 1 in the absence of information to the contrary, but published values of $n$ are somewhat easier to come by for important molecules. $n = 0.5$ corresponds to "hard" collisions (Townes and Schawlow 1975, p. 368), and experimental temperature exponents for microwave transitions of molecules possessing typical intermolecular forces commonly lie in the range 0.7-1.0 (Waters 1976).

5.6 Condensation

At any given temperature, a certain amount of vapor exists in equilibrium with a liquid. The partial pressure of vapor existing in this equilibrium is called the saturation vapor pressure for a given substance. At colder temperatures, the saturation vapor pressure decreases, causing gaseous constituents to condense as liquid (or solid) aerosols. Condensation occurs whenever the partial pressure of a given substance exceeds the empirically determined saturation vapor pressure over the solid or liquid form of that substance. Atmospheric regions containing liquid aerosols are called clouds, and the deepest pressure level at which condensation can occur is called the cloud base. In
Figure 5.7: Saturation vapor pressures from American Institute of Physics Handbook, Atreya (1986), de Pater and Massie (1985), Dean (1985) ["Lange’s"], and Orton and Kaminski (1989).

regions of rapid convection, aerosols should be fully saturated, but subsaturated cloud with relative humidities less than 100% and supersaturated clouds with humidities greater than 100% are also possible. Table  gives the pressure levels of jovian planet cloud bases under the assumptions of solar N, O, and S mole fractions, using the saturation vapor pressure curves plotted in Fig. .

5.7 Whole Disk Modeling

Because of the decreasing emission angle away from the center of a planetary disk, the atmospheres of jovian planets experience limb darkening. In addition, the instrumental beam (the convolution of the telescope beam with the geometric response of the Winston cone) shows a falloff in its response away from the beam center. Because of the low spatial resolution of the FTS, measured planetary
Table 5.3: Cloud base pressures for the jovian planets (in bar). Solar NH$_3$ ($1.328 \times 10^{-3}$), H$_2$O ($1.676 \times 10^{-4}$), and H$_2$S ($3.621 \times 10^{-5}$) mole fractions have been assumed below the saturation level. The sub-cloud HCN mole fractions have been taken to be 0.3 ppb, 0.1 ppb (upper limits from Weisstein and Serabyn 1996), 0.1, and 1.0 ppb (upper limit and best fit to stratospheric measurements of Marten et al. 1993). The sub-cloud PH$_3$ mole fractions were taken as 0.6, 3.0, 1.0, and 1.0 ppm.

Brightness temperatures are actually average temperatures over some fraction of a planetary disk weighted by the beam response. As a result, 2-D whole disk models are required for proper modeling of observations. Depending on the relative sizes of the planet and beam, various approximations can be made. For “resolved” submillimeter observations of Jupiter, in which the beam is several times smaller than the planet, a 1-D disk center model gives a good approximation to the actual observed brightness temperature. On the other hand, very small planets such as Uranus and Neptune are unresolved by the beam. In order to model observations of these two planets, a uniform beam weighting can be used, and the effective observed temperature is then given by the whole disk average temperature times the fraction of the beam filled by the planet ($\propto D^2$, where $D$ is the angular diameter). In intermediate cases where the size of the beam is comparable to that of the planet, full averaging over disk temperatures and beam weighting must be computed.

Whole disk models can either be calculated directly by laying down a grid of points on the projection of a planet, or by calculating temperatures at a series of radial steps and then appropriately averaging them together. The direct approach allows for arbitrarily complicated asymmetric observing geometries (e.g., planetary oblateness, obliquity, latitudinal structure, rings), while the use
of radial steps can give an excellent approximation for planets with near azimuthal symmetry using far less computational effort.

5.7.1 Gridded Calculation

To compute whole disk models for an arbitrary planetary geometry, the projection of an oblate spheroidal planet to yield an elliptical "disk" is performed, and each grid point lying in the ellipse is converted to the corresponding latitude and longitude. After 1-D brightness temperatures are computed at each grid point, they are either averaged together and expressed as an equivalent disk brightness temperature (for unresolved planets), or weighted by the beam response at each point and then summed (for resolved planets). Planets for which latitudinal structure can be neglected need only be modeled in one of the two east-west hemispheres, saving a factor of two in computation time.

For Saturn, the geometry of the A, B, and C rings and Cassini Division is fully accounted for in the whole disk model (Fig. ). Attenuation of Saturn's flux by the ring cusps and thermal emission from the ring ansae (Table ) are modeled using ring "brightness" temperatures and optical depths. Because the thermal emission of the rings increases appreciably with frequency in the millimeter-


<table>
<thead>
<tr>
<th>Region #</th>
<th>Name</th>
<th>( T_{\text{eff}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>•</td>
<td>Disk</td>
<td>( T_p )</td>
</tr>
<tr>
<td>2</td>
<td>A ring cusp</td>
<td>( T_A + T_p(1 - e^{-\tau_A}) )</td>
</tr>
<tr>
<td>3</td>
<td>Cassini Division cusp</td>
<td>( T_{\text{Cd1}} + T_p(1 - e^{-\tau_{\text{Cd1}}}) )</td>
</tr>
<tr>
<td>4</td>
<td>B ring cusp</td>
<td>( T_B + T_p(1 - e^{-\tau_B}) )</td>
</tr>
<tr>
<td>5</td>
<td>C ring cusp</td>
<td>( T_C + T_p(1 - e^{-\tau_C}) )</td>
</tr>
<tr>
<td>6</td>
<td>A ring ansae</td>
<td>( T_A )</td>
</tr>
<tr>
<td>7</td>
<td>Cassini Division ansae</td>
<td>( T_{\text{Cd1}} )</td>
</tr>
<tr>
<td>8</td>
<td>B ring ansae</td>
<td>( T_B )</td>
</tr>
<tr>
<td>9</td>
<td>C ring ansae</td>
<td>( T_C )</td>
</tr>
</tbody>
</table>

Table 5.4: Regions of a planet projection considered in calculating a gridded whole disk model of Saturn. For other planets, only points on and off the disk must be distinguished.

Figure 5.9: Gridded whole disk model for Saturn at 200 GHz with beam weighting omitted. The grid size was taken as 0.2" and the ring opening angle was set to \( \phi = 15 \text{deg} \). The vertical bar at right gives the model brightness temperature scale in units of K.

The submillimeter portion of the spectrum (Esposito et al. 1984), a linear slope in frequency was fit to the brightness temperatures of the combined A and B rings measured between 90 and 300 GHz by Epstein et al. (1984), Muhleman and Berge (1982), Dowling et al. (1987), Ulich (1974), Grossman (1990), and Werner et al. (1978). The slope was then used to extrapolate the brightness temperatures derived for the individual rings by Grossman (1990, p. 52) at 150 GHz.

The optical depth of the combined A+B+C rings is observed to be independent of wavelength from the UV to a wavelength of 6 cm (Dowling et al. 1987). While the optical depths of the individual rings are not expected to be wavelength-independent, not many values have been published at
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millimeter wavelengths. We therefore ran models using optical depths given by Grossman (1990, p. 59) at 2.01 cm and 6.17 cm. Optical depths at these two frequencies are similar for all rings except the A ring, where the 2.01 cm value given by Grossman appears to be anomalously high. Models generated using the two sets of optical depths gave similar results, with the 6.17 cm values yielding whole disk brightness temperatures $\sim 3$ K warmer. In subsequent modeling, we used the 6.17 cm ring optical depths given by Grossman, ignoring any frequency dependence. A whole disk model for Saturn at 200 GHz is shown in Fig. .

5.7.2 Radial Step Calculation

For an azimuthally symmetrical planetary disk of angular radius $R$ and with brightness temperature as a function of radius given by $T(r)$, the disk average temperature is given by the integral

$$\langle T \rangle = \frac{2\pi \int_0^R T(r)r \, dr}{2\pi \int_0^R r \, dr} = \frac{\int_0^R T(r)r \, dr}{R^2}.$$

This expression can be approximated by calculating the 1-D brightness temperature at $N$ points (plus the origin) spaced across the disk. Since limb darkening becomes increasingly important near the edge of a planetary disk, it is convenient to allow the spacings of the points to be specified by the power law

$$r_n = \left( \frac{n}{N} \right)^p,$$

where $p$ is a specified constant and $r_n$ is a fraction of the planetary radius. The integral (1) can then be approximated using a trapezoidal rule. Interpolating linearly between adjacent points $T_n$ and $T_{n+1}$ calculated at radii $r_n$ and $r_{n+1}$ gives

$$T(r) = T_n + \frac{T_{n+1} - T_n}{r_{n+1} - r_n} (r - r_n) \equiv T_n + \gamma_n (r - r_n) = (T_n - \gamma_n r_n) + \gamma_n r,$$
for \( r_{n} \leq r \leq r_{n+1} \), where \( \gamma_{n} \equiv \Delta T_{n}/\Delta r_{n} \). Integrating over the annulus then gives
\[
\Delta T_{n} = 2 \int_{r_{n}}^{r_{n+1}} [(T_{n} - \gamma_{n} r) + \gamma_{n} r] r \, dr = [(T_{n} - \gamma_{n} r_{n}) r^{2} + \frac{2}{3} \gamma_{n} r^{3}] r_{n+1}^{n+1},
\]
and summing the results yields
\[
\langle T \rangle = \sum_{n=1}^{N} \Delta T_{n}.
\]

### 5.8 Weighting Functions

At submillimeter wavelengths (1.0-0.3 mm = 300-1000 GHz), the observed fluxes of the jovian planets are produced by thermal blackbody emission from their atmospheres. The equations of radiative transfer can be used to calculate the radiation emitted by such an atmosphere after passing through overlying absorbing/emitting layers on its journey outward. The useful radiative transfer concept of the weighting function \( \omega \) is frequently used to quantify the fraction of emitted radiation arising from various pressure levels. For frequencies sufficiently far from strong rotational transitions, the submillimeter continuum weighting functions for the jovian planets lie in the range \( \sim 0.5-1.6 \) bar for Jupiter and Saturn, or \( \sim 0.2-3.0 \) bar for Uranus and Neptune, as illustrated in Fig. . In the models used to generate these weighting functions, NH\(_{3}\) follows a saturation law up to the tropopause and PH\(_{3}\) is uniformly mixed up to cutoff pressures of 250 and 100 mbar in Jupiter and Saturn, respectively.

### 5.9 Chi Squared Formalism

If the appropriate spectral line and broadening parameters are known for a given species, a nondetection can be used to obtain an upper limit for the atmospheric abundance of that molecule. Upper limits can be computed by determining the smallest concentration of a molecule required to produce an observable spectral absorption feature at a frequency where no such feature was actually
observed. To determine this limiting concentration, we compute a "template" spectrum $T_0(\nu)$ for a model atmosphere containing zero concentration of a molecule, then a series of spectra $T_m(\nu)$ for a range of tropospheric mole fractions $m$. The model spectra are generated using our radiative transfer code and then convolved to the instrumental resolution of the observations. Because the modeled lines are much wider than a single channel due to pressure broadening, we compute the weighted sum over model frequency channels of the square deviations between the model spectra $T_0(\nu)$ and $T_m(\nu)$,

$$ R_m^2 \equiv \sum_\nu w_m(\nu)[T_0(\nu) - T_m(\nu)]^2 $$

for each undetected molecular transition. The weights $w_m(\nu)$ are chosen to be proportional to the line absorption at a given frequency, thus weighting the central absorption channel most highly and de-emphasizing the continuum channels in which no line absorption would be present. Symbolically,
the weights are given by

\[ w_m(\nu) \equiv \frac{|T_0(\nu) - T_m(\nu)|}{\sum |T_0(\nu) - T_m(\nu)|}. \]

\( R_m^2 \) gives the expected squared deviation from the continuum that a molecular mole fraction \( m \) would produce. When divided by the mean square noise \( \sigma^2 \) of the data, a normalized \( \chi^2 \) statistic is obtained. This statistic can provide an estimate of the probability that a weak feature of a given strength would have been detected in a measured spectrum in the presence of noise,

\[ \chi_m^2 \equiv \frac{1}{\sigma^2} \sum \nu w_m(\nu)[T_0(\nu) - T_m(\nu)]^2. \]

The mole fraction which produces a \( \chi^2 \) value equal to the 3\( \sigma \) Gaussian confidence level (99.73\%) can then be identified as the 3\( \sigma \) upper limit.
Chapter 6

PH3 Observations

"The experiment I pursued with dogged persistence for more than a year... represented a compulsive dividing line between kid’s stuff and adult stuff. It was the preparation of phosphine... The delicious trouble with phosphine was that it would explode on contact with air... Taking care that my parents were out..., I slipped in the Bunsen and let things cook, retreating to a safe distance myself. Things went as planned. There was a soft explosion..., whereupon I rushed out of my hiding place... Pretty soon the phosphine started to bubble up through the water, and there were my smoke rings... I repeated the experiment two or three more times. My mother really did protest strenuously about it, because the decay of phosphine stank out her kitchen terribly and took surely a week to clear itself."

—Fred Hoyle (Home Is Where the Wind Blows)

"Every attempt to employ mathematical methods in the study of chemical questions must be considered profoundly irrational and contrary to the Spirit of Chemistry. If Mathematical Analysis should ever hold a prominent place in chemistry—an aberration which is happily almost impossible—it would occasion a rapid and widespread degeneration of that science."

—Auguste Comte (Philosophic Positive)

6.1 Introduction

Because of the strength of its spectral lines, the PH3 molecule is a valuable probe of the upper atmospheres of Jupiter and Saturn. Thermodynamic equilibrium models of these atmospheres indicate that PH3 forms at appreciable concentrations only at the relatively high temperatures (≥ 500 K) of the deep tropospheres, and that the PH3 abundance decreases rapidly with height as solid phospho-
rus precipitates are formed at the cooler (≈ 150 K) temperatures of the upper troposphere (Fegley and Lodders 1994; Borunov et al. 1995). Surprisingly, appreciable quantities of PH$_3$ were detected two decades ago in the upper atmospheres on Jupiter and Saturn using infrared spectroscopy. The presence of observable quantities of PH$_3$, in the absence of a stratospheric source, therefore reveals the existence of rapid vertical mixing from deeper, warmer levels (Prinn and Lewis 1975, Ridgway et al. 1976, Larson et al. 1980). Because PH$_3$ is rapidly depleted via photodissociation by solar UV photons upon reaching the upper atmospheres of the Jupiter and Saturn (Strobel 1977, Kaye and Strobel 1984, Atreya 1986), observations of PH$_3$ can provide constraints on photochemical/transport models, making PH$_3$ an important chemical and dynamical probe of these atmospheres. (In Uranus and Neptune, PH$_3$ condenses in the cold upper tropospheres and so is not expected to be observable.) However, because of difficulties in inverting infrared spectra, this potential has yet to be fully exploited.

After PH$_3$ was detected in Jupiter and Saturn, phosphorus compounds were proposed as potential chromophores in these atmospheres (Prinn and Lewis 1975). However, Saturn’s more subdued coloration relative to Venus despite its larger observed PH$_3$ abundance, and the lack of PH$_3$ enrichment in Jupiter’s Great Red Spot (Kim and Owen 1983, Drossart et al. 1990, Griffith et al. 1992) revealed by more recent measurements, call this suggestion into question.

Infrared measurements have already provided estimates of the PH$_3$ abundances in Jupiter and Saturn (Bregman et al. 1975, Ridgway et al. 1976, Larson et al. 1980, Drossart et al. 1982, Kunde et al. 1982, Courtin et al. 1984, Drossart et al. 1990, Noll and Larson 1990). However, infrared spectra of the giant planets are littered with thousands of overlapping ro-vibrational transitions, making comparison of infrared measurements with atmospheric models difficult, especially when combined with several other complicating factors such as scattering by haze and clouds, and confusion with

It is therefore fortunate that the PH$_3$ molecule has two strong observable rotational transitions in the millimeter-submillimeter portion of the spectrum ($J = 1 \rightarrow 0$ at 267 GHz and $J = 3 \rightarrow 2$ at 800 GHz). (The $J = 2 \rightarrow 1$ transition at 534 GHz is obscured by telluric H$_2$O.) Because there is little confusion between the pure rotational lines at millimeter-submillimeter wavelengths, mixing ratios can be retrieved with relative ease. However, the extremely large pressure-broadening experienced by PH$_3$ prevented its detection using heterodyne submillimeter spectroscopy in Jupiter and Saturn. Using the moderate resolution and wide bandpass of the CSO Fourier transform spectrometer, we were able to detect strong PH$_3$ rotational transitions in both planets. Our first observations were in the low frequency 1300 µm window, which resulted in the detection of the $1 \rightarrow 0$ line in Saturn, but not in Jupiter. Subsequently, we observed using a wide filter in the 350 µm window and detected the $3 \rightarrow 2$ line in both Jupiter and Saturn. In the following sections, PH$_3$ detections and their implications are discussed first for Jupiter and then for Saturn.

6.2 Jupiter PH$_3$ 1-0 Observations

Fig. shows a spectrum of Jupiter obtained using the 1300 µm filter and 30" Winston cone on Sept. 19, 1995. The data were collected at a spectral resolution of 3 GHz under favorable weather conditions, with an average zenith atmospheric optical depth of $\tau_{225 \text{ GHz}} = 0.034$, as measured by the on-site water vapor radiometer. A total of 10 pairs of "on" scans were obtained over a period of 20 minutes while Jupiter varied in airmass from 1.6 to 1.7. In Fig. , the spectrum has been rescaled from $T_A^*$ units to an absolute brightness temperature using a model continuum provided by
a radiative transfer model. This continuum level is in good agreement with the measured continuum brightness temperatures of Jupiter at the relevant millimeter wavelengths (as summarized in Joiner and Steffes 1990) of 158 ± 10 K (Courtin et al. 1977) and 166-175 K (Joiner et al. 1992) at 214-215 GHz, and 165 ± 8 K (Ulrich et al. 1984) and 169-197 K (Joiner et al. 1992) at 227-230 GHz. A moderate filter ripple is present, causing adjacent channels to alternate between high and low values across the spectrum. However, there is clearly no trace of a prominent absorption feature in the vicinity of the 267 GHz $J = 1 - 0$ PH$_3$ line.

To estimate the phosphine abundance required to produce an observable line, we ran radiative transfer models assuming a constant PH$_3$ mixing ratio with no photochemical cutoff. Our models indicated that a PH$_3$ mole fraction of 1.0 ppm would yield a line observable above the noise and filter ripple at the 3σ level. Unfortunately, this limit is a factor of 1.4-2.5 times larger than the 0.4-0.7 ppm mole fraction derived from infrared spectroscopy. In order to improve in the PH$_3$ $1 - 0$ result, it was necessary to either reduce the instrumental ripple at low frequencies, or go to the higher frequency 3 - 2 transition at 800 GHz. After attempts to reduce reflections inside the bolometer dewar and
to eliminate off-axis rays by stopping down the FTS mirrors proved insufficient to eliminate filter ripples, new high-frequency measurements were undertaken.

6.3 Jupiter PH3 3-2 Observations

Because the $J = 3 - 2$ line falls very near a strong terrestrial H$_2$O feature, it was necessary to first acquire a filter wide enough to transmit the 350 μm window in its entirety (since the standard CSO filter was not wide enough for this purpose). It was hoped that the rise in line strength with increasing rotational quantum number $J$ would overcome the difficulty of attempting to observe on the edge of an atmospheric water line. We therefore observed Jupiter at the CSO using a custom-designed broad bandpass 350 μm filter on June 21-22, 1994 (UT). The metal-mesh filter was transmissive from 760 to 950 GHz, providing a passband wider than the relevant atmospheric window. For these observations, the instrumental field of view was defined by a 20″ Winston cone. The CSO's main beam HPBW varies from 8.6 to 7.7″ for frequencies from 800 to 900 GHz, giving the FTS a spatial resolution of 19″ over this frequency range for the 20″ cone. The size of Jupiter during the observations was 41.3″ $\times$ 38.6″. Because the on-site water vapor radiometer was under repair at the time of our observations, the terrestrial atmospheric optical depth was not measured. However, the quality of our spectra indicated that opacity was quite good on June 21, but poorer on June 22. We therefore used data exclusively from the June 21 in our analysis.

After conversion to the $T_A^*$ scale, the Jupiter spectrum was divided by a spectrum of the Moon obtained over a similar airmass range. This ratioing procedure mostly eliminated residual terrestrial ozone features not completely removed by the usual on–off calibration procedure (which works perfectly only for an isothermal atmosphere). Division of the 350 μm Jupiter spectrum by the Moon yielded a spectrum with a smooth continuum and strong absorption feature near 800.5 GHz (Fig.),
Figure 6.2: Ratio of Jupiter/Moon spectra (both in uncalibrated $T_A^*$ units) at 800 GHz. The $J = 3\rightarrow 2$ PH$_3$ transition is marked, and a number of residual O$_3$ lines not removed by the division are ticked. A portion of the spectrum near 835 GHz has been blanked where it is contaminated by a terrestrial O$_2$ feature.

corresponding to the $J = 3\rightarrow 2$ transition of PH$_3$. The FWHM of the prominent PH$_3$ line is 9.6 GHz, and its depth is 20%. The negative slope apparent in the continuum of Fig. may be intrinsic to Jupiter, but may also be produced by a falloff in telescope efficiency at high frequencies. Small residual ozone features not removed by the Moon division have been ticked for clarity, but do not adversely affect the spectrum.

Because weather prevented completion of beam coupling measurements necessary to directly convert our observations to an absolute brightness temperature scale, we instead performed the scaling from the Jupiter/Moon ratio spectrum using the continuum level provided by our radiative transfer model. Because the spatial resolution of our observations was roughly half the planetary diameter, limb darkening reduced beam-weighted whole-disk brightness temperatures by only $\lesssim 2$ K compared to a simple 1-D model. We fit a first-order polynomial baseline to the continuum in Fig. , and a second-order baseline to the synthetic spectrum given by our model. We then rescaled the observed spectrum by the ratio of the baseline polynomials so that the continuum level of the data was forced to match that of the model. This procedure preserves the line/continuum ratio, since beam coupling affects the spectrum at each frequency by a given scaling factor which is
Figure 6.3: Jupiter spectrum converted to brightness temperature units using a radiative transfer model. Models for 0.3, 0.5, and 0.8 ppm PH$_3$ assuming a constant mixing ratio and cutoff pressure $p_c = 0.25$ bar are overlaid.

independent of the relative importance of line absorption and continuum emission at that frequency. The resulting scaled spectrum (now with a model-derived continuum temperature) is shown in Fig. on an expanded horizontal scale, together with several fits to the data.

The continuum weighting function determines the deepest level to which our observations probe. As shown in Fig. a, continuum emission six half-widths away from the PH$_3$ line center ($6\alpha$, where $\alpha$ is the half-width at half-maximum) has a weighting function which peaks near 0.8 bar. Continuum contributions to the weighting function extend to a maximum pressure of $\sim 1.1$ bar, which is the thus deepest level to which our observations are sensitive. The strong PH$_3$ line therefore arises from tropospheric absorption at $p < 1.1$ bar. Fig. b illustrates how the weighting function varies as a function of frequency offset from the PH$_3$ line center for the Model A profile discussed below. Near the PH$_3$ line center ($\Delta\nu = 0$), optical depth unity is reached very high up (near the cutoff pressure $p_c$), while far away from the line center ($\Delta\nu = 6\alpha$), the weighting function is composed almost entirely of the NH$_3$ contribution. The near line wings therefore contain the most useful information about the vertical distribution of PH$_3$ in Jupiter’s troposphere, and inversion of the broad PH$_3$ line is most sensitive to PH$_3$ arising from $p \lesssim 0.6$ bar.
Figure 6.4: Jupiter weighting functions. (a) Continuum weighting functions for Jupiter at 830 GHz. The small slope discontinuity at 0.25 bar results from a contribution by the line wings of PH$_3$, which has been modeled with a constant mole fraction up to a cutoff at this level. The weighting function peaks near 0.8 bar, but has appreciable contribution down to $p \lesssim 1.2$ bar. (b) Weighting functions for various frequency offsets from the PH$_3$ line center. The upper peak is due to PH$_3$, and the lower peak is due to NH$_3$ continuum emission.
The absence of an emission core at our 200 MHz resolution (Fig. 6.5) demonstrates that little or no PH$_3$ is present above the cold trap (140 mbar) in Jupiter, consistent with the upper tropospheric depletion inferred by Encrenaz et al. (1978, 1980) and Tokunaga et al. (1979). The lack of an emission core places a 3σ upper limit of ~ 60 ppb on the stratospheric PH$_3$ mole fraction (assumed to be constant) in Jupiter. This result is virtually independent of the PH$_3$ mole fraction profile used to match the tropospheric absorption line. It is also consistent with the lack of an observed line core in high resolution 207 GHz heterodyne spectra by Lellouch et al. (1984) and confirmed at the CSO by our own heterodyne measurements.

The PH$_3$ 3 – 2 line profile was modeled in several ways using our radiative transfer model. We began with a simple rectangular model (Model A) in which PH$_3$ was assumed to have a constant mole fraction $q$ for pressures $p$ greater than some cutoff pressure $p_c$ (Fig. a). This model provides only a first approximation to the actual PH$_3$ profile, which is expected to be roughly constant at deep levels and to fall off to zero near the top of the atmosphere due to UV photodissociation (Kunde et al. 1982). For $p < p_c$, the mole fraction of PH$_3$ was set to zero. A simultaneous nonlinear least squares inversion for $q$ and $p_c$ yielded a best fit of $q = 0.55$ ppm and $p_c = 0.25$ bar for the nominal Lindal et al. (1981) pressure-temperature profile. To examine the sensitivity of this fit to the PH$_3$ mole fraction, models were also run for $q = 0.30$ and 0.80 ppm, keeping $p_c = 0.25$ bar. These models,
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displayed in Fig. , constrain the PH3 mole fraction to within an estimated uncertainty of \( \sim 0.10 \) ppm. We also investigated the sensitivity of Model A inversions to the assumed temperature structure of the atmosphere. Using temperature profiles shifted upward and downward by 5 K, the corresponding inversions gave \((p, q) = (0.72 \text{ ppm}, 0.26 \text{ bar})\) and \((0.43 \text{ ppm}, 0.24 \text{ bar})\), respectively. These profiles have essentially the same \( p_c \), but the resultant variation in the best-fit PH3 mole fraction gives a further uncertainty of \( \sim 0.15 \) ppm. Finally, we investigated sensitivity of the inversion to the temperature exponent for values between \( n = 0.5 \) and 0.9 and obtained mole fractions within \( \sim 0.1 \) ppm of the nominal \( n = 0.67 \) case. Adding all these uncertainties in quadrature, we derive a PH3 mole fraction in Jupiter of \( 0.55 \pm 0.21 \) ppm for Model A.

Because of the non-physical nature of the vanishing PH3 scale height in the simple Model A, we also considered more general PH3 profiles which allowed a more gradual falloff. In Model B, we allowed \( q \) to increase linearly from zero with pressure increasing from \( p_0 \) to \( p_c \), and constrained it to remain constant for \( p > p_c \) (Fig. b). By specifying various values of \( p_0 \) and determining the best-fit values of \( p_c \) and \( q \), we obtained a series of inversions giving a deep PH3 value of \( 0.60 \pm 0.05 \) ppm. The profiles obtained using Model B are shown in Fig. a, where they appear as the first three curves listed in the key. Although these profiles show differing falloff slopes, they all give roughly the same deep PH3 mole fraction. In contrast, determination of the “best” PH3 falloff is precluded by the fact that the sums of square residuals for Model A and all three Model B fits are comparable. However, note that the profile obtained for \( p_c = 250 \text{ mbar} \) reproduces exactly that obtained with Model A. Allowing for uncertainties in the temperature exponent and temperature profile as before, we estimate a total uncertainty in the deep PH3 mole fraction of \( \pm 0.2 \) ppm.

In an attempt to choose the optimal value of \( dq/dp \) from among the family of profiles obtained with Model B, our final model (Model C) parameterized \( \log q \) as a second order polynomial in \( \log \)
Figure 6.6: PH$_3$ mole fraction profiles in Jupiter. Model spectra computed using these profiles are shown in Fig. 6.1. (a) Radiative transfer model profiles discussed in the main text. (b) Photochemical and infrared-derived profiles. The “Prinn and Lewis” and “Strobel” curves are photochemical model predictions of Prinn and Lewis (1975) and Strobel (1977), while the Kunde et al. (1982) and Griffith et al. (1992) curves were obtained from inversion of Voyager IRIS data. The Griffith et al. (1992) curve corresponds to an average of their “STZ Hot” and “STZ Cold” cases. Error bars are those given by Kunde et al. (1982) for their PH$_3$ inversion.
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$p$ in the upper troposphere (using three free parameters instead of the two in Model A and two free plus one fixed parameter in Model B). Model C was further constrained to approach a constant mole fraction in the deep atmosphere below its inflection point (Fig. c). Inversion using Model C yielded the solid curve shown in Fig. a, again giving a deep PH$_3$ abundance of 0.6 ppm. Note that in the falloff region ($\sim 0.2$-0.4 bar), the polynomial slope is nearly linear and the curve is virtually indistinguishable from the Model B profile. The Model C synthetic spectrum, shown as the solid line in Fig. -1, matches our observed spectrum to within the noise, as do all three Model B spectra. However, because the sum of square residuals for Model C was comparable to those obtained for Model B, Model C does not provide an improvement over Model B. It therefore appears that the family of trapezoidal profiles obtained with Model B provides an adequate sampling of parameter space available to the PH$_3$ profile subject to the constraints of our observations, giving a deep PH$_3$ mole fraction for $p \geq 0.5$ bar of $0.6 \pm 0.2$ and a steep falloff with slope $\lesssim 2$ ppm/bar occurring at $p \sim 0.3 \pm 0.1$ bar.

6.4 Conclusions on PH3 in Jupiter

High-frequency FTS measurements have succeeded in detecting PH$_3$ in Jupiter and resolving its lineshape, allowing a direct determination of its mole fraction and vertical distribution. No emission core was present at our 200 MHz resolution, placing an upper limit of 60 ppb on the stratospheric PH$_3$ mole fraction. Because the PH$_3$ lineshape is quite sensitive to the distribution of PH$_3$ in the upper troposphere, we were able to derive information about the molecule’s vertical distribution. Using a radiative transfer model with a smooth PH$_3$ vertical profile constrained to approach a constant mixing ratio in the “deep” ($\gtrsim 0.6$ bar) atmosphere, we derived a PH$_3$ mole fraction which falls off with increasing height. Our best-fit deep PH$_3$ mole fraction of $0.6 \pm 0.2$ ppm is consistent
with infrared results, but the slope of the PH$_3$ falloff in the upper troposphere is steeper than that inferred from both infrared measurements and previous photochemical models.

Table 6.1 summarizes previous PH$_3$ determinations in Jupiter, arranged in order of decreasing pressure of the peak observational sensitivity. Kunde et al. (1982) and Griffith et al. (1992) derived their concentrations from inversion of Voyager IRIS spectra. Kunde et al. (1982) normalized their model profiles to their derived deep mole fraction of 0.6±0.2 ppm and obtained a best-fit profile shown as the heavy dotted line in Fig. b. Griffith et al. (1992) used a PH$_3$ profile in which the logarithm of the mole fraction decreased linearly with the logarithm of pressure (constrained to a constant deep mole fraction of 0.63 ppm). We averaged their “South Tropical Zone Hot” and “South Tropical Zone Cold” profiles together to obtain a profile representative of the disk average. This profile, shown as the light dotted line in Fig. b, is depleted in PH$_3$ compared to Kunde et al. (1982).

There are a number of factors which collectively make an unambiguous estimate of minor species mixing ratios based on infrared measurements very difficult. First of all, because infrared observa-

\[
\begin{array}{cccc}
\text{Mixing Ratio} & \text{Pressures} & \lambda & \text{Author} \\
\text{(ppm)} & \text{(bar)} & (\mu m) & \\
0.54 & 5 & 4.8 & \text{Larson et al. 1977} \\
0.7 \pm 0.1 & 2.5 & 4.8 & \text{Bjoraker et al. 1986} \\
0.6 \pm 0.2 & 1.4 & 4.6 & \text{Kunde et al. 1982} \\
0.41 \pm 0.15 & 1.2 & 4.5 & \text{Drossart et al. 1982} \\
0.54 & 1 & 9.0 & \text{Ridgway et al. 1976} \\
0.54 \pm 0.10 & 0.65 & 4.6 & \text{Kunde et al. 1982} \\
0.30^{+0.23}_{-0.17} & 0.6 & 8.9 & \text{Griffith et al. 1992} \\
0.75 \pm 0.18 & 0.1-1.0 & 9.0 & \text{Knacke et al. 1982} \\
0.37 \pm 0.05 & 0.50 & 4.6 & \text{Kunde et al. 1982} \\
0.1-0.2 & 0.2-0.6 & 8.3-11.6 & \text{Encrenaz et al. 1978, 1980} \\
0.09-0.18 & \leq 0.6 & 10.2-13.4 & \text{Tokunaga et al. 1979} \\
0.6 \pm 0.2 & \leq 1.2 & 380 & \text{This work} \\
\end{array}
\]
tions often suffer from a lack of prominent features (this is especially true for PH$_3$), it is difficult to separate emission from a given line from that due to other continuum sources. Secondly, infrared observations may also be sensitive to reflected solar flux from the few hundred millibar level, as well as thermal radiation from several bars. Finally, infrared abundance inversions are sensitive to assumptions about cloud heights and structure. Because millimeter-submillimeter observations are immune from these difficulties, they should, in principle, be able to provide more definitive mixing ratios for species which exhibit strong rotational lines.

While our best “deep” PH$_3$ mixing ratio of 0.6 ± 0.2 agrees well with those obtained by Ridgway (1976), Drossart et al. (1982), Kunde et al. (1982), and Knacke et al. (1982) at deep levels, our best-fit smooth PH$_3$ profile requires more PH$_3$ in the upper troposphere than found by these authors at the same levels. We also find significantly more PH$_3$ in the upper troposphere than derived from the measurements of Encenz et al. (1978, 1980), Tokunaga et al. (1979), and Griffith et al. (1992). We have no reason to believe that temporal variations are responsible for this discrepancy, especially since changes on a global scale would be required to produce an appreciable effect over our large beam. However, observations at 5 μm may indicate that the PH$_3$ abundance in Jupiter is spatially variable by a factor of up to two (Drossart et al. 1984, Bjoraker 1985, Drossart et al. 1990).

Our FTS measurements also show a much more rapid falloff than the profiles of Kunde et al. (1982) and Griffith et al. (1992), or the photochemical models of Prinn and Lewis (1975) and Strobel (1977) (Fig. b). The discrepancy with the infrared-derived profiles may result from errors in the treatment of reflected solar flux or scattering by haze layers in infrared models. However, the relatively small error bars given by Kunde et al. (1982) at the 0.5 bar level (∼ ±0.05 ppm) would seem to suggest that a genuine discrepancy exists between our measurements and theirs. On the other hand, it should also be noted that the upper tropospheric error bars also fail to overlap the profile
Figure 6.7: Model spectra obtained using the PH$_3$ profiles of Fig. b. The spectrum from Fig. is superposed for comparison. The polynomial PH$_3$ model fits the data to within experimental noise.

derived by Griffith et al. (1992) from observations at longer infrared wavelengths! While we are not entirely sure what the source of discrepancy among the infrared measurements and between the infrared measurements and our own may be, the simpler nature of submillimeter radiative transfer modeling and spectra (note the clear distinction in line depth and width between the spectra shown in Fig. -1 which are derived from the various profiles) lend confidence to our result. Unfortunately, given the factor of $\sim 2$ discrepancy between the photochemical models of Prinn and Lewis (1975) and Strobel (1977) together with the rather primitive nature of these early models, it appears that they cannot be used to distinguish among the various observational PH$_3$ profiles in Fig. b.

In order to examine the consequences of the rapid PH$_3$ falloff in the upper troposphere, we are currently preparing to use the newly updated version of the Caltech/JPL photochemical model (Landry et al. 1991). This model includes UV photodissociation of PH$_3$, chemical reactions of the dissociation products, radiative transfer (including Rayleigh scattering), and eddy diffusion. Based on preliminary results using an earlier version of the photochemical model, we believe it is possible that the sudden PH$_3$ falloff marks a transition between rapid and slower eddy diffusion regimes, and
furthermore that this transition is connected with Jupiter's radiative-convective boundary.

The radiative-convective boundary is expected to occur at the point where the atmospheric temperature lapse rate first decreases from the convectively unstable adiabatic rate to a sub-adiabatic value. The atmospheric level at which this transition occurs delineates the boundary between the well-mixed troposphere and the overlying stably stratified stratosphere. The radiative-convective boundary thus marks the true dynamical boundary between the tropopause and stratosphere, although it occurs slightly deeper than the temperature inversion (which occurs at \(\sim 140\) mbar in Jupiter). The pressure of the radiative-convective boundary suggested by our modeling of the \(\text{PH}_3\) lineshape is slightly smaller than that predicted by radiative-convective models of Appleby and Hogan (1984), which suggest the boundary occurs in the range 500-700 mbar. However, the radiative-convective boundary can also be estimated as the pressure level corresponding to the observed "effective" infrared temperature of Jupiter. Combining the of 124.4 ± 0.3 K temperature observed by Voyager (Hanel et al. 1981a) with the pressure-temperature profile of Lindal et al. (1981) gives a pressure of \(\sim 300\) mbar, in excellent agreement with the pressure level for the radiative-convective boundary suggested by our measurements.

Because the microscopic processes responsible for atmospheric mixing are too complex to model in detail, atmospheric modelers generally treat atmospheric mixing as a macroscopic "eddy" diffusion process. In this approach, the diffusion rate at each pressure level is parameterized by a quantity known as the eddy diffusion coefficient \(K\) (Chamberlain and Hunten 1987, pp. 75 and 90). In practice, eddy diffusion coefficients are difficult to determine experimentally, so a range of theoretical values are normally considered by modelers. A small eddy diffusion coefficient in the upper troposphere, as implied by our inverted \(\text{PH}_3\) profile, has important chemical implications for the upper atmosphere of Jupiter, since a stagnant (low \(K\)) region in the upper troposphere can
also produce enhanced abundances in chemically inactive species which flow downward through the stratosphere with a constant flux. Landry et al. (1991) have shown that this process is capable of producing concentrations which are comparable to those generated by rapid upward mixing from the deep troposphere. A decrease in the upper tropospheric eddy diffusion rate over the value at deeper levels as suggested by our PH$_3$ analysis is therefore compatible with possibility that stratospheric photochemical production may provide a substantial fraction of the observed abundances of disequilibrium species at $p < 350$ mbar in Jupiter. Such an enrichment in the upper tropospheric concentrations of species such as CO, HCN, and hydrocarbons such as C$_2$H$_2$ increases the likelihood that they will be directly detected in the upper troposphere of Jupiter by the Galileo probe neutral mass spectrometer (Niemann et al. 1992). In the next chapter, we discuss our own attempts to detect CO and HCN in Jupiter and Saturn using the FTS.

### 6.5 Saturn PH$_3$ 1-0 Observations

Although the 1 – 0 rotational transition of PH$_3$ was not detectable in Jupiter, we did detect a very strong pressure-broadened (FWHM = 11.2 GHz) line while observing Saturn with the FTS in the 1300 $\mu$m filter on December 7, 1992 (UT). The line was so strong, in fact, that it was easily detected in less than half a minute of observation! Based on its central frequency, we identified it as the first rotational transition of PH$_3$ at 266.945 GHz. Before our next observing run, we acquired a new 16 bit A/D, improved the instrument’s optical alignment, and removed several sources of electrical interference. As a result, we were able to reduce systematic noise and greatly improve the data quality. Observations on July 11, 1993 with the 1300 $\mu$m filter and 30º Winston cone confirmed the December detection (the $\sim 30\%$ depth and 11 GHz width of the two observations were the same to within experimental uncertainty) and provided the spectra we present here (published in Weisstein
and Serabyn 1994). The average zenith optical depth through the Earth's atmosphere at 225 GHz was \( \tau_{225 \text{ GHz}} = 0.12 \) for the Saturn observations (as measured by an on-site water vapor radiometer) and, a few hours later, \( \tau_{225 \text{ GHz}} = 0.19 \) for observations of Venus (our calibration source).

In order to allow removal of instrumental and beam effects from our data, we observed Venus over the same airmass range as Saturn. Fortunately, on July 11, the angular diameter of Venus (17.6\( '' \)) almost perfectly matched that of Saturn (18.3\( '' \times 16.4'' \), for a geometric mean of 17.4\( '' \)). This advantageous match in size allowed a direct division of the Saturn spectrum by that of Venus, obviating the need for detailed beam coupling measurements and calculations.

Since \( T_A^* \) differs from the disk-averaged brightness temperature by the multiplicative factor \( \eta_c^{-1} \) according to (1), the beam coupling would normally have to be determined and removed. However, because the angular sizes of Venus and Saturn were so well matched during our observations, we were able to bypass the complications of beam coupling by simply dividing the two planetary spectra by each other, canceling out the coupling efficiency in the process. (This procedure works best if the Earth's atmospheric opacity is unchanged between the two planetary observations.) An additional advantage of the division is its elimination of residual optical standing waves remaining in the spectra.

This division process does not account for Saturn's rings (the sub-Earth latitude on Saturn was 13.1\( ^{\circ} \) on July 11). It also ignores differences between telescope coupling to the projected ellipse of Saturn's disk and the projected circle of Venus's. However, we expect the effects of Saturn's rings and oblateness to be rather small (\(~10\%\) and \(<1\%\), respectively) and therefore that the division provides a successful calibration to better than the 10\% level. After division, the resultant spectrum was scaled to an absolute brightness temperature scale using a linear fit to published continuum brightness temperatures for Venus (Table 1) at 150, 230, and 300 GHz by Ulrich (1981), Clancy and
Table 6.2: Published measurements of the Venus brightness temperatures for millimeter wavelengths (frequencies above 90 GHz).

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>$T_B$ (K)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>142.9</td>
<td>300 ± 21.0</td>
<td>Ulrich 1974</td>
</tr>
<tr>
<td>150.0</td>
<td>294 ± 22.0</td>
<td>Ulrich 1981*</td>
</tr>
<tr>
<td>178.6</td>
<td>315 ± 13.8</td>
<td>Rowan-Robinson et al. 1978</td>
</tr>
<tr>
<td>230.0</td>
<td>280</td>
<td>Clancy and Muhleman 1985</td>
</tr>
<tr>
<td>230.0</td>
<td>288†</td>
<td>Clancy and Muhleman 1991*</td>
</tr>
<tr>
<td>300.0</td>
<td>276 ± 14.0</td>
<td>Werner et al. 1978*</td>
</tr>
</tbody>
</table>

*Used in the linear calibration fit
†Provides the best model fit to 1.3 mm CO spectra; no uncertainty quoted

Muhleman (1991), and Werner et al. (1978).

The reduced spectra for Saturn and Venus in the standard units of $T_A^*$ are shown in Fig. 6.1. A residual ripple due to multiple reflections in the Winston cone is present in both spectra, but the 267 GHz PH$_3$ line in Saturn stands out prominently. The 230 GHz CO 2 - 1 line is also readily apparent on Venus, although it is quite narrow compared to the FTS’s resolution.

Dividing the Saturn spectrum by that of Venus and normalizing as discussed above yields the final brightness temperature spectrum shown in Fig. 6.2, in which the region near the narrow Venusian CO line has been blanked. As can be seen in Fig. 6.2, the division was successful in eliminating most of the residual instrumental ripple. Of other expected lines in Saturn in the filter bandpass (Bézard et al. 1986), the 216 GHz H$_2$S line is not apparent, nor is the 230 GHz CO 2 - 1 line (Figure 6.1) or the 266 GHz HCN 3 - 2 line.

We first compare our derived Saturn continuum brightness temperatures to previously published measurements. In spite of the variations introduced by a ring geometry which differs among the published observations, the agreement of our derived continuum level with previous broadband measurements is quite good. Fitting a linear slope to the continuum, we obtain a saturnian brightness temperature of 139 K at 195 GHz (1.5 mm) and 148 K at 295 GHz (1.0 mm), consistent with the
Figure 6.8: Atmospheric and hot spillover-corrected antenna temperatures measured in the 1300 μm filter in units of $T_A^*$ for (a) Saturn, with a total of 48 scans “on” source, giving an “on” integration time of 35 minutes and (b) Venus, with a total of 40 scans taken over 29 minutes. The ripple visible over the entire passband results from reflective standing waves in the Winston cone light concentrator and is not removed by the usual calibration procedure for the 1300 μm filter.
137 ± 11 K saturnian system brightness temperature reported by Ulich (1981) at 150 GHz and the 145 ± 7 K temperature quoted by Werner et al. (1978) at 300 GHz, but slightly larger than the 134.2 ± 3.2 K temperature given by Hildebrand et al. (1985) at 310 GHz.

There are a number of factors which could influence the continuum level and slope of our Saturn spectrum. The first, as already discussed, is the uncertainty present in the brightness temperature of Venus, the calibration source. In particular, the brightness temperature of Venus at 150 GHz (Ulich 1981) has an appreciable uncertainty and could potentially skew the slope used to convert the flux scale of Saturn to brightness temperature units. Secondly, the continuum level and slope are affected by the contribution of ring emission, which itself has a slight (but poorly determined) slope (Muhleman and Berge 1982). A third factor is the approximation $B_{\text{hot}} \approx B_{\text{sky}}$ used to derive $\Omega$, which will not be correct if there is a small difference between $T_{\text{sky}}$ and $T_{\text{hot}}$. In light of these uncertainties, we adopt 144 K—the average measured continuum temperature—as our best estimate.
of Saturn's brightness temperature (including ring contributions) in the 195 to 295 GHz frequency range.

Since Doppler broadening is negligible (making consideration of a Voigt profile unnecessary), we first fit a Lorentzian lineshape with a linear baseline to the PH$_3$ line (Figure) using a nonlinear least squares algorithm. We fit the spectrum (1) allowing all parameters (line center, width, and depth; continuum average and slope) to vary, and (2) with the line center fixed at the PH$_3$ transition frequency (dashed curve in Figure). The two fits both gave a FWHM of 11.2 GHz, a line center depth of 48 K ($\sim 34\%$ of the continuum, giving a brightness temperature at line center of $\sim 98$ K), and an integrated area of 840 K GHz. When the line center frequency was allowed to vary, the solution converged to $\nu_0 = 267.5$ GHz. Because of the small resultant frequency offset from the true line center ($<5\%$ of the line's FWHM and $<3$ resolution elements) and accompanying agreement to better than 1% in both FWHM and depth between the two trials, the derived line parameters appear to be quite reliable.

In order to determine the PH$_3$ mole fraction indicated by our data, we used our radiative transfer code to generate model spectra for various PH$_3$ mole fractions and cutoff pressures. In this model, ring absorption and emission are included to generate a disk averaged brightness temperature for Saturn and its rings. The disk averaged continuum brightness temperature predicted by this Saturn model is 137 K at 200 GHz, falling slightly to 136 K at 295 GHz. These model temperatures are reasonably close to the measured $\sim 144$ K temperature, although the continuum slope of the model (which is rather sensitive to the assumed frequency dependence of the ring brightness temperatures) is appreciably smaller than that measured. In addition to agreeing well with our observations, the model is also consistent with the predictions of other published Saturn models. In fact, when we suppress disk averaging and ring contributions to our model, we obtain brightness temperatures
within several K of those predicted by the model of Lellouch et al. (1984) at our frequencies.

Potential uncertainties in our Saturn whole disk brightness temperature model include the assumed NH$_3$ mixing ratio, uncertainties in the NH$_3$ inversion lineshape and Saturn pressure-temperature profile, and inaccuracies inherent in ring modeling. Because NH$_3$ is the primary opacity source in the continuum of Saturn near 200 GHz, the NH$_3$ distribution determines the continuum level. However, since tropospheric NH$_3$ is assumed to follow a saturation law down to the base of the NH$_3$ cloud, and because the atmospheric optical depth at frequencies between 195 and 295 GHz exceeds unity while still in the saturation region of NH$_3$ (Grossman 1990), varying the NH$_3$ mole fraction has a negligible effect on the model continuum brightness temperature. Similarly, despite variations in the atmospheric pressure-temperature profile of up to 10 K with latitude (Prinn et al. 1984, Lindal et al. 1985), the model brightness temperature is almost independent of the particular profile chosen. The explanation lies once again in the NH$_3$ saturation law, which allows the NH$_3$ cloud to move in altitude in response to a temperature offset to a new pressure which corresponds to the original temperature (Grossman 1990). Unlike the NH$_3$ mixing ratio and pressure-temperature profile, the nature of the model used to characterize emission and absorption by the rings is capable of producing appreciable ($\lesssim$ 10%) differences in whole disk model brightness temperatures, as are different assumptions about the lineshape of the far NH$_3$ inversion linewings (Fig. b). Although our simple ring model appears to match our observations adequately, better experimental measurements of the NH$_3$ inversion lineshape would be very helpful.

We concentrate now on the distribution of PH$_3$ in Saturn’s atmosphere. Because PH$_3$ is destroyed by UV photolysis in the upper atmosphere, there is reason to believe that there exists some altitude above which all PH$_3$ is effectively destroyed. We call the pressure corresponding to this altitude the PH$_3$ cutoff pressure, $p_c$, and assume PH$_3$ is present only at pressures $p > p_c$. Since Saturn’s
Figure 6.10: Model PH$_3$ central line cores for various atmospheric cutoff pressures. The line cores have been convolved to our instrumental resolution of 205 MHz.

atmosphere has a temperature inversion at $\sim 60$ mbar, any PH$_3$ present at pressures less than 60 mbar would be seen as an emission spike at line center (superimposed on PH$_3$ absorption in the wings). No such emission core is observed in our data, so comparison with models generated for various cutoff pressures (Fig. ) indicates that, in order for the emission spike not to have been detectable ($\leq 3\sigma$), $p_c \gtrsim 13$ mbar. This result is consistent with the UV observations of Winkelstein et al. (1983), which imply an absence of PH$_3$ above the 25 mbar level.

Finally, we discuss the actual pressure-broadened lineshape of PH$_3$. The high PH$_3$ absorption coefficient near line center makes Saturn’s atmosphere highly opaque, so brightness temperature measurements near line center probe the atmosphere at pressures only slightly greater than the true cutoff pressure (note that the value for $p_c$ given above is a lower limit only). In the troposphere, the depth of the absorption becomes smaller as $p_c$ (and the corresponding temperature) is increased. The observed central line depth is therefore a good indicator of the atmospheric cutoff level. Models with PH$_3$ cutoff pressures in the range 50-400 mbar were investigated (Fig. ). A cutoff pressure of 100 mbar was found to reproduce the observed line depth most accurately but, allowing for uncertainties in the data, models with $p_c$ up to 140 mbar are capable of reproducing the observed line depth. For larger $p_c$, the predicted line depths are too small to agree with our measurements. Combining with
Figure 6.11: Saturn models for various atmospheric cutoff pressures near and below the tropopause. In the troposphere, the line depth increases as the cutoff pressure is moved to higher altitudes (cooler temperatures). The best-fit to the observations is 100 mbar (dashed curve).

the previous results, we thus find $13 \text{ mbar} < p_c < 140 \text{ mbar}$.

Using our best value of $p_c = 100 \text{ mbar}$, we ran models for a suite of PH$_3$ mole fractions, each assumed to be constant at pressures $p > p_c$. PH$_3$ is expected to undergo rapid depletion with altitude, resulting in a depletion scale height of $\sim 3.5 \text{ km}$ for an eddy diffusion coefficient of $K \sim 10^4 \text{ cm}^2 \text{ s}^{-1}$ (Kaye and Strobel 1984). Since the depletion scale height is small compared to the pressure scale height of $\sim 40 \text{ km}$ (and because the ripples remaining in the data after calibration relative to Jupiter likely make attempts at more detailed modeling futile), the simplest PH$_3$ model, consisting of a constant mixing ratio below the cutoff pressure ($\sim$ pressure of peak photodissociation), is expected to provide an adequate fit to our observations. In light of the slight continuum slope difference between our nominal model and observations, we removed linear baselines from the disk average brightness temperatures generated by our model and reinserted baselines matching the measured Saturn spectrum.

As revealed by Fig. , which shows model curves for three PH$_3$ mole fractions superimposed on the Saturn spectrum, the observed linewidth is quite sensitive to the abundance of PH$_3$ because of opacity in the line wings. The observed PH$_3$ linewidth therefore provides a robust indicator of PH$_3$
Figure 6.12: Saturn spectrum calibrated in units of brightness temperature, with superimposed model predictions for 1.5, 3.0, and 5.0 ppm PH$_3$. The region immediately surrounding 230 GHz has been blanked to remove the effects of the narrow CO line observed in Venus.

mole fraction. By performing chi-squared tests of the fits, we obtained a best-fit PH$_3$ mole fraction of 3.0 ppm (see Table ). Based on the sensitivity of the fit to the model mole fraction, we estimate the uncertainty in our PH$_3$ determination to be $\sim$ $\pm$1.0 ppm.
### Table 6.3: Residuals for PH3 fits to the 1 – 0 line in Saturn with a 100 mbar cutoff.

<table>
<thead>
<tr>
<th>PH3 Mole Fraction (ppm)</th>
<th>Line Depth (K)</th>
<th>FWHM (GHz)</th>
<th>(\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>44.5</td>
<td>7.50</td>
<td>2.58</td>
</tr>
<tr>
<td>2.0</td>
<td>46.2</td>
<td>8.80</td>
<td>1.62</td>
</tr>
<tr>
<td>2.8</td>
<td>47.4</td>
<td>10.7</td>
<td>1.13</td>
</tr>
<tr>
<td>3.0</td>
<td>47.6</td>
<td>11.2</td>
<td>1.11</td>
</tr>
<tr>
<td>3.2</td>
<td>47.7</td>
<td>11.6</td>
<td>1.13</td>
</tr>
<tr>
<td>4.0</td>
<td>48.1</td>
<td>13.2</td>
<td>1.45</td>
</tr>
<tr>
<td>5.0</td>
<td>48.2</td>
<td>14.9</td>
<td>2.10</td>
</tr>
<tr>
<td>Noll and Larson*</td>
<td>46.0</td>
<td>10.9</td>
<td>1.38</td>
</tr>
</tbody>
</table>

*1 ppm for 78 mbar < \(p\) < 400 mbar, 7 ppm for \(p\) > 400 mbar

### Table 6.4: Best-fit PH3 mole fractions in Saturn for various temperature broadening exponents \(n\).

<table>
<thead>
<tr>
<th>PH3 Temperature Broadening Exponent</th>
<th>Best-fit Mole Fraction (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>3.3</td>
</tr>
<tr>
<td>0.60</td>
<td>3.1</td>
</tr>
<tr>
<td>0.67</td>
<td>3.0</td>
</tr>
<tr>
<td>0.80</td>
<td>2.7</td>
</tr>
<tr>
<td>0.90</td>
<td>2.6</td>
</tr>
</tbody>
</table>
Figure 6.13: Saturn weighting functions for (a) 210.9 GHz ($\Delta \nu = 10\alpha$), (b) 258.5 GHz ($\Delta \nu = 1.5\alpha$), (c) 261.3 GHz ($\Delta \nu = \alpha$), and (d) 264.1 GHz ($\Delta \nu = 0.5\alpha$), where $\alpha$ is the Lorentzian HWHM and $\Delta \nu$ is the frequency offset from the PH$_3$ line center. The discontinuity evident in the PH$_3$ weighting function slope at $p_c = 100$ mbar results from our assumed PH$_3$ cutoff level.

Because the temperature line-broadening exponent for the 267 GHz PH$_3$ transition has not been measured in the laboratory, our models assumed the same exponent as for NH$_3$ (Berge and Gulkis 1976), $n = 0.67$. We also investigated models using values of $n$ ranging from 0.5 to 1.0. The change in linewidth obtained by varying $n$ in our model yielded PH$_3$ mixing ratio retrievals which differed from our nominal 3.0 ppm by $\pm 0.3$ ppm, much less than our estimated uncertainty of $\pm 1.0$ ppm (see Table ) and negligible when combined with it in quadrature. Therefore, our determination of the PH$_3$ mole fraction in Saturn is rather insensitive to the precise numerical value of $n$.

With a PH$_3$ mole fraction of 3.0 ppm, the pressures at which PH$_3$ absorption occurs are illustrated in the weighting function plots shown in Figure . In the continuum ($\Delta \nu = 10\alpha$; Figure a), almost all emission comes from NH$_3$ inversion line wings at a pressure of $\sim 1.4$ bar. Near the PH$_3$ line center, on the other hand, the line originates from higher up, as a result of the large PH$_3$ opacity. Very
close to line center at $\Delta \nu = 0.5 \alpha$ (Figure d), the weighting function peaks at roughly 150 mbar, but at one half width away from line center at $\Delta \nu = \alpha$ (Figure c), we see to several hundred mbar. At $\Delta \nu = 1.5 \alpha$ (Figure b), the PH$_3$ weighting function is decreasing in strength and moving downward, so the contribution from NH$_3$ dominates the weighting function (although PH$_3$ contributes down to $\sim 1$ bar). The predominant contributions to PH$_3$ opacity therefore arise from pressures of $\sim$ 100-1000 mbar, varying across the line profile. Because all these contributions to Saturn's opacity arise above the cloud decks (which form at pressures $> 1.4$ bar), we need not consider the effects of clouds.

6.6 Saturn PH$_3$ 3-2 Observations

We observed Saturn at the CSO on June 22, 1994 using the broad 350 $\mu$m filter and 20" Winston cone, obtaining 61 "on" scans with a resolution 197 MHz. Because the on-site water vapor radiometer was down for repairs, the terrestrial atmospheric optical depth was not measured. However, observations of Jupiter on the 21st and 22nd suggest that weather was poorer on the 22nd. Nevertheless, we detected a very broad absorption centered near the PH$_3$ 3-2 transition frequency of 800 GHz. We observed the Moon over a similar airmass range with the intention of using it as a division calibrator in order to remove residual atmospheric effects in the $T_A^*$ spectrum. However, the slightly different airmasses of the Moon and Saturn resulted in differing spectral slopes near the edges of atmospheric windows (where transmission through the Earth's atmosphere falls off rapidly).

Since preserving the lineshape of the extremely broad PH$_3$ feature is essential in order to be able to scale the the raw Saturn spectrum shown in Fig. to brightness temperature units, we did not divide by the Moon. The $T_A^*$ spectrum is shown in Fig. where the region from 830-845 GHz (which is obscured by an atmospheric O$_2$ line and an O$_3$ bandhead) has been blanked, and features in the
Figure 6.14: Saturn 350 μm spectrum divided by a Moon spectrum. The average central frequency of the \( K = 0, 1, \) and 2 transitions of the \( J = 3 \rightarrow 2 \) PH\(_3\) line is marked. The dotted line is a best-fit Lorentzian+linear baseline for the region 800-900 GHz, excluding the region near 880-890 GHz.

880-890 GHz region (discussed in the following chapter on the FTS Jupiter/Saturn submillimeter line survey) appear to correspond to the 10 → 9 transition of HCN. The best-fit Lorentzian+linear baseline fit to the broad absorption feature over the frequency range 800-900 GHz (shown as the dotted line in Fig. ) clearly shows the observed PH\(_3\) line to be asymmetrical, presumably due to the low-frequency cut-off in atmospheric transmission. The Lorentzian has an apparent FWHM of 31 GHz and an absorption of \( \sim 25\% \) at line center.

Because beam coupling measurements have not yet been completed, it is not yet possible to convert the observed spectrum to an absolute temperature scale directly. Unfortunately, the atmospheric cut-off at 800 GHz means that we have no information on the continuum level on the low-frequency side of the line. Although we could use the spectrum obtained in the 450 μm filter to estimate the low frequency continuum level, this approach is not reliable because the baseline slopes between filters show a tendency to change discontinuously between filters.

The PH\(_3\) distribution inferred from the 267 GHz \( J = 1 \rightarrow 0 \) line would produce a line with a FWHM of 58 GHz and an absorption at line center of 31%. If less PH\(_3\) were actually present, the
Figure 6.15: Radiative transfer models of Saturn assuming a range of constant PH$_3$ mole fractions with a cutoff at 100 mbar.

Line width would decrease. However, as long as a cutoff occurs at or above the tropopause, the PH$_3$ line core will be optically thick at line center for any (constant) concentration $\geq 0.5$ ppm and would therefore reach the cold trap (tropopause) temperature of 82 K (Fig. ), giving roughly the same absorption depth for any reasonable concentration. The observed absorption depth of 25% seems to imply that the line is not saturated at center, but the continuum may be hard to estimate given the large width of the PH$_3$ line. In order to match the observed line width using a Lorentzian lineshape, a concentration of $< 1$ ppm is then needed according to our radiative transfer models. However, such a distribution results in a $1 - 0$ line with an integrated line area too small to be consistent with the measured low frequency line. Discrepancies between the assumed and actual lineshape parameters, including the assumption of a Lorentzian lineshape and use of the $J = 1 - 0$ line broadening coefficient (the only one for which laboratory measurements are available) for the $3 - 2$ line, may account for some of this mismatch.

6.7 Conclusions on PH$_3$ in Saturn

By comparing the width of the observed PH$_3$ $J = 1 - 0$ transition in Saturn with that modeled for various abundances using a radiative transfer code, we obtain an estimate of the saturnian PH$_3$
mole fraction of $3.0 \pm 1.0$ ppm in the pressure range from $\sim 1$ bar to 100 mbar (assuming a constant mole fraction at pressures greater than a $\sim 100$ mbar cutoff pressure). This abundance represents an enrichment of more than 5 times the solar value of $(\text{P}/\text{H})_{\odot} = 2.7 \times 10^{-7}$ (Anders and Grevesse 1989) and is larger than the saturnian PH$_3$ abundance derived from previous infrared measurements at these pressures. This abundance also represents a factor of $\sim 5$ enrichment over the mole fraction derived for Jupiter using the $3 \rightarrow 2$ line. While Jupiter's smaller phosphorus abundance might be partially explained by Jupiter's greater gas retention during its formation, it seems likely that other factors, such as the convective transport rate from the deep atmosphere, may play a role. The non-detection of a narrow stratospheric emission core at the line center of the $J = 1 \rightarrow 0$ PH$_3$ rotational transition in Saturn provides a lower limit on the PH$_3$ cutoff pressure in Saturn's stratosphere of at least 13 mbar, consistent with a low stratospheric PH$_3$ mixing ratio. The depth of the absorption line also places an upper limit of 140 mbar on the PH$_3$ cutoff pressure, with 100 mbar providing the best fit to our observations. Although we have also detected the PH$_3$ $J = 3 \rightarrow 2$ line in Saturn, the extreme width of the line combined with its unfortunate position relative to a strong terrestrial H$_2$O feature have thus far precluded a quantitative analysis.

A summary of saturnian PH$_3$ abundances inferred by various observers is given in Table 1. Most infrared observations of Saturn prior to 1984 were at wavelengths of 3 and 10 $\mu$m. These observations sampled the saturnian atmosphere at pressures of $p \sim 400$-700 mbar and obtained PH$_3$ abundances between 0.8 and 2.0 ppm (summarized in Prinn et al. 1984). However, measurements by Bézard et al. (1987) at 5 $\mu$m—a more transparent region of the spectrum—suggested that the PH$_3$ concentration was significantly higher at the $\sim 4$ bar level. Similarly, Noll and Larson (1990) reported a best fit to 3 and 10 $\mu$m infrared observations—taking into account evidence for higher abundances at the pressures sampled by 5 $\mu$m measurements—with a PH$_3$ mole fraction of 1 ppm for 78 mbar.
### Table 6.5: Published Saturn PH$_3$ Abundances from infrared/millimeter observations.

<table>
<thead>
<tr>
<th>PH$_3$ Mole Fraction (ppm)</th>
<th>Pressures (mbar)</th>
<th>$\lambda$ (µm)</th>
<th>Instrument</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gtrsim 0.8^1$</td>
<td>400-700</td>
<td>10</td>
<td>CFWS</td>
<td>Gillet and Forrest 1974</td>
</tr>
<tr>
<td>$&gt;0.2$</td>
<td>400-700</td>
<td>10</td>
<td>CGS</td>
<td>Bregman <em>et al.</em> 1975</td>
</tr>
<tr>
<td>0.9</td>
<td>500-1000</td>
<td>3</td>
<td>FTS</td>
<td>Larson <em>et al.</em> 1980</td>
</tr>
<tr>
<td>1.6</td>
<td>1000-3200</td>
<td>5</td>
<td>FTS</td>
<td>Larson <em>et al.</em> 1980</td>
</tr>
<tr>
<td>$&gt;0.8$</td>
<td>400-700</td>
<td>10</td>
<td>CGS</td>
<td>Tokunaga <em>et al.</em> 1980, 1981</td>
</tr>
<tr>
<td>1.0</td>
<td>400-700</td>
<td>10</td>
<td>IRIS</td>
<td>Hanel <em>et al.</em> 1981b</td>
</tr>
<tr>
<td>1.3 $\pm$ 0.8</td>
<td>400-700</td>
<td>10</td>
<td>IRIS</td>
<td>Courtin <em>et al.</em> 1984</td>
</tr>
<tr>
<td>$0.6_{-0.3}^{+0.6}$</td>
<td>$&lt; 100$</td>
<td>100</td>
<td>CGS</td>
<td>Haas <em>et al.</em> 1985, 1986</td>
</tr>
<tr>
<td>5.0$^4$</td>
<td>4000</td>
<td>5</td>
<td>FTS</td>
<td>Bézard <em>et al.</em> 1987</td>
</tr>
<tr>
<td>3.0</td>
<td>1000-3200</td>
<td>5</td>
<td>FTS</td>
<td>Noll 1987</td>
</tr>
<tr>
<td>$7.0_{-2.0}^{+3.0}$</td>
<td>$&gt; 400$</td>
<td>5</td>
<td>FTS</td>
<td>Noll and Larson 1990</td>
</tr>
<tr>
<td>3.0 $\pm$ 1.0</td>
<td>100-1000</td>
<td>1100</td>
<td>FTS</td>
<td>Waisstein and Serabyn 1994</td>
</tr>
</tbody>
</table>

*concentrations given relative to the hydrogen abundance have been converted assuming an H$_2$ mole fraction of 0.963

$^1$tentative detection

$^4$this best current value (Bézard, pers. comm. 1994) is slightly higher than the published 4.0 ppm

CFWS: cooled filter-wheel spectrometer
CGS: cooled grating spectrometer
FTS: Fourier transform spectrometer
IRIS: Voyager infrared interferometer spectrometer (an FTS)

< $p$ < 400 mbar and $7_{-2}^{+3}$ ppm for $p$ > 400 mbar (where the transition pressure is that of the upper cloud in their two-cloud model). However, the model of Noll and Larson was not optimized for the upper troposphere (i.e., that portion of the atmosphere above the base of the NH$_3$ clouds at pressures $\leq 1.4$ bar).

Infrared observations suffer from a lack of prominent PH$_3$ features, making it difficult to isolate PH$_3$ emission from that due to other continuum sources. An exception is the 1972 cm$^{-1}$ Q-branch observed at 5 µm in Saturn by Bézard *et al.* (1987). Comparison with the laboratory measurements of Tarrago *et al.* (1992) allowed these authors to derive a PH$_3$ mole fraction of $\sim 5$ ppm in the deep saturnian atmosphere. However, the analysis of 5 µm observations of Saturn is complicated by their sensitivity to reflected solar flux from a few hundred millibars in addition to thermal radiation from
several bars. Noll and Larson used micro-windows in the 2000-2100 cm\(^{-1}\) region to determine the 7 ppm lower tropospheric PH\(_3\) mole fraction for their model. Although Noll and Larson were able to fit portions of their spectrum (which contains nearly 2000 PH\(_3\) lines) quite well, they had difficulty matching the entire spectrum, possibly as a result of the discontinuous vertical mole fraction profile they used. Finally, infrared abundance inversions are sensitive to assumptions about cloud heights and structure. All these factors conspire to make an unambiguous estimate of the true PH\(_3\) mixing ratio from infrared measurements very difficult, although these measurements do give convincing evidence for a drop in PH\(_3\) abundance with increasing altitude.

Millimeter measurements avoid the complications inherent in infrared work because they are sensitive only to thermal emission from the upper troposphere (pressures < 1.4 bar; see Fig. ) and are unaffected by reflected solar flux (which is negligible at millimeter wavelengths). The presumed "upper cloud" at 400 mbar (Tomasko et al. 1984) can also be ignored since its opacity is negligible at wavelengths longer than infrared. The constant PH\(_3\) mole fraction of 3.0 ± 1.0 ppm which we derive is intermediate to the 3/10 \(\mu\)m and 5 \(\mu\)m-derived values discussed above. However, this is not due to our sampling of pressures intermediate to the two IR bands, since the central portion of the 267 GHz PH\(_3\) line arises from higher in the atmosphere than do the IR lines. As a result, our measurements imply a PH\(_3\) mole fraction in the upper troposphere of Saturn which is considerably larger than the previously published values.

In order to make a more direct comparison of our observations with the two-step PH\(_3\) abundance profile derived by Noll and Larson (1990), we also ran atmospheric models using the profile suggested by these authors. We found that a mole fraction of 1 ppm for 78 mbar < \(p\) < 400 mbar and 7 ppm for \(p\) > 400 mbar resulted in a PH\(_3\) line width somewhat too narrow and a line depth too small to be consistent with our observations (Figure ), as confirmed by a chi-squared test (see Table ). However,
Figure 6.16: Model Saturn 1300 um PH3 Spectra Compared with Noll and Larson. Dotted line: data from Fig. . Solid line: model spectrum for the mixing ratio given by Noll and Larson (1990), 1 ppm for 78 mbar 0 < p < 400 mbar, 7 ppm for p > 400 mbar. Dashed line: model spectrum for a constant PH3 mixing ratio of 3.0 ppm for p > 100 mbar (central curve from Fig. ).

the difference from our best one-step model is not large. It should in principle be possible to model the PH3 line with various abundance profiles and to use chi-squared testing to determine the profile matching our observations most closely. For example, we could use more complicated exponential profiles such as those adopted by Tokunaga et al. (1979), Tokunaga et al. (1980), Haas et al. (1985), or Griffith et al. (1992). Unfortunately, although the central portion of the observed PH3 absorption line can be fit fairly cleanly, the remnant ripple evident in Fig. would make it difficult to distinguish small differences in the lineshape, implying that our data do not yet warrant a parameterization beyond the first-order one-step approximation. The simple one-step PH3 model we use is already consistent with a convective origin for tropospheric PH3 in Saturn, since convection should result in a well-mixed, nearly constant tropospheric PH3 mixing ratio up to the level at which PH3 is most effectively destroyed by photodissociation, making it adequate for our analysis. Until further progress is made in the analysis of the J = 3 − 2 line near 800 GHz, or in reducing the Winston cone-induced ripple in the 1300 μm filter, more detailed modeling does not appear warranted for Saturn.
Finally, we address the question of time dependence. The “Great White Spot” equatorial atmospheric disturbance that occurred in Saturn in late September of 1990 (Westphal et al. 1992) may have resulted in an increase in the transport of PH$_3$ to the atmospheric levels at which we observed it. Because we have no data prior to December 1992, we are unable to compare observations before and after the event in order to address this possibility. However, our 1300 μm observations with the FTS indicate that no substantial change has occurred in the millimeter spectrum of Saturn between December 1992 and September 1995.
Chapter 7

Jupiter and Saturn Submillimeter Line Surveys

"‘Yes indeed,’ said the unicorn. ...‘What can we measure? ...We are experts in the theory of measurement, not its practice.’"
—J. L. Synge (Kandelman’s Krim)

7.1 Introduction

In addition to NH$_3$ and PH$_3$, other molecules expected to play an important chemical role in the atmospheres of Jupiter and Saturn are H$_2$O, H$_2$S, HCN, HCP, CH$_4$, CH$_3$D, and CO. Additional possible constituents of jovian atmospheres include the hydrogen halides HBr and HCl and the alkali hydrides LiH and NaH. Of the molecules just listed, the submillimeter transitions of NH$_3$, H$_2$O, and CH$_4$ cannot be observed from the ground because NH$_3$ and H$_2$O are obscured by the Earth’s atmosphere and CH$_4$ has only extremely weak transitions. However, the remainder of these species have rotational transitions lying at the millimeter and submillimeter wavelengths accessible to ground-based observation. The presence of appreciable quantities of any of these molecules in the tropospheres of the giant planets would therefore result in absorption features at their rotational transition frequencies, and the lineshapes of such features could be inverted to derive the atmospheric
concentration (and, in the best of circumstances, the vertical distribution) of the detected molecules. Because the intensities of molecular rotational transitions increase with frequency as $J^3$ for linear molecules, where $J$ is the rotational quantum number, the highest frequency lines usually provide the tightest constraints. However, the higher frequency lines fall in poorer atmospheric transmission windows, and so a combination of large line absorption and optimal atmospheric transmission is needed to provide the tightest constraints.

We used the FTS to survey the spectra of Jupiter and Saturn in all available submillimeter atmospheric windows between 300 and 1000 GHz (1000 and 300 $\mu$m). The molecules which were searched for include the saturated molecules PH$_3$ and H$_2$S, the hydrogen halides HCl and HBr, the alkali hydrides LiH and NaH, as well as HCN and HCP. The strong absorption feature detected in both Jupiter and Saturn at 800.5 GHz, corresponding to the $J = 3 - 2$ transition of PH$_3$, has already been discussed. Features coincident with the $J = 1 - 0$ transition of HCl and the $10 - 9$ transition of HCN were also tentatively observed in Saturn. No other molecules were detected in either planet, setting stringent limits on most of the species listed above. Several of these limits are the first observational constraints on these molecules in Jupiter and Saturn, and most of the remainder are substantial improvements over existing limits.

For the most part, the limits are lower in Saturn than in Jupiter, primarily as a result of Saturn's weaker gravity. Because the column mass abundance $\sigma_c$ above a pressure $p$ is given by $\sigma_c = p/g$ (where $g$ is the gravitational acceleration), the column abundance for a fixed minor species concentration above a given pressure level is larger in Saturn than in Jupiter. The major continuum opacity source in both planets is NH$_3$, which condenses deeper in Saturn due to colder tropospheric temperatures. As a result, optical depth unity is reached at roughly the same pressure in Jupiter and Saturn (Figs. a-b), but the latter's gravity is 2.5 times weaker. Minor species are therefore
detectable at smaller concentrations in Saturn than in Jupiter. In practice, Saturn’s smaller flux decreases the signal-to-noise ratios of observations, canceling out this effect to some extent.

7.2 Observations

We observed Jupiter and Saturn at the CSO on June 21-24, 1994 (UT) using the FTS. For these broadband observations, we used two broad bandpass metal-mesh filters which cover the high frequency 350 and 450 \( \mu m \) atmospheric windows in their entirety. Our molecular line search made use of these 350 \( \mu m \) and 450 \( \mu m \) filters, as well as the standard CSO 600 and 800 \( \mu m \) filters. Table summarizes the observations obtained in each filter for both planets and the Moon (which was used as a division calibrator; see below). The number of scans in individual filters was selected in order to yield comparable RMS noise in each filter. Fig. plots again the atmospheric transmission above Mauna Kea for 1 mm precipitable H\(_2\)O (Fig. a), together with the normalized transmissions of our suite of filters (Fig. b) and model spectra of Jupiter (Fig. c) and Saturn (Fig. d). In Figs. c and d, the FTS observations to be discussed in detail below have been scaled to and superposed on these model spectra in order to provide an overview of the observational frequency coverage. The higher noise apparent in the Saturn spectrum relative to Jupiter results from a combination of poorer atmospheric transmission and smaller planetary flux.

For these observations, the instrumental field of view was defined by a 20" aperture Winston cone. Since the CSO’s main beam HPBW varies from 20" at 345 GHz to 7.3" at 950 GHz, the FTS has a spatial resolution decreasing from 24" to 19" over this frequency range (Serabyn and Weissstein 1996). The size of Jupiter during the observations was 41.3" \( \times \) 38.6", and of Saturn, 17.8" \( \times \) 15.7".
Figure 7.1: (a) Model atmospheric transmission above Mauna Kea for 1 mm precipitable H$_2$O, generated using the program AT (Grossman 1989). (b) The set of four filters used for the Jupiter/Saturn submillimeter line survey. From left to right, they are referred to in the text as the 800 µm, 600 µm, 450 µm, and 350 µm filters. (c) Radiative transfer model spectrum of Jupiter with FTS data superposed. The raw data (0.2 GHz resolution) has been scaled to lie along the model continuum, but the signal-to-noise ratio is preserved, illustrating the frequency range covered and the relative noise in each of the atmospheric windows. (d) Radiative transfer model spectrum of Saturn with FTS data superposed in like fashion, except that the 450 µm (~ 600 - 700 GHz) data have been binned to 0.5 GHz.
<table>
<thead>
<tr>
<th>Filter (µm)</th>
<th>Date</th>
<th>Jupiter</th>
<th>Moon</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UT Airmass &quot;Ons&quot;</td>
<td>UT Airmass &quot;Ons&quot;</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>June 24, 1994</td>
<td>06:42-06:29 1.18-1.74 48</td>
<td>10:32-10:46 1.59-1.65 4</td>
</tr>
<tr>
<td>450</td>
<td>June 21, 1994</td>
<td>09:05-09:37 1.50-1.68 8</td>
<td>08:46-08:52 1.31-1.32 2</td>
</tr>
<tr>
<td>350</td>
<td>June 21, 1994</td>
<td>07:57-08:36 1.20-1.36 8</td>
<td>06:40-08:15 1.13-1.16 61</td>
</tr>
</tbody>
</table>

Table 7.1: Summary of the observations constituting the FTS Jupiter and Saturn submillimeter line survey.

7.3 Calibration

The resultant Jupiter and Saturn spectra obtained in each filter were divided by a spectrum of the Moon obtained over a similar airmass range (see Table ). This ratioing procedure divides out the Moon coupling efficiency (that fraction of the forward beam's solid angle which hits the Moon) and nearly eliminates residual terrestrial ozone features which were not completely removed by the \( T_A \) calibration procedure (which works perfectly only for an isothermal atmosphere). Even so, the division is not perfect, with a number of small ozone features remaining in the spectra.

Because humid weather in a subsequent observing run prevented completion of beam coupling measurements necessary to directly convert our observations to an absolute brightness temperature scale, we instead numerically scaled from the Jupiter/Moon and Saturn/Moon ratio spectra using the continuum level provided by our jovian planet radiative transfer model. The radiative transfer calculation was done using the Planck law, and the output intensity was converted to the blackbody (or "brightness") temperature \( T_B \) corresponding to the calculated intensity. Next, we fit piecewise
linear baselines to the measured planetary continua in each of our measured spectra, and to the synthetic spectra given by our model. We then rescaled the observed spectra by the ratio of the continua so that the data continuum levels matched those of the models. The overall results are shown in Figs. c and d. These figures summarize the observations, but the absolute temperature scale on the vertical axes should not be construed to imply that our data has been absolutely calibrated. The temperature scale in Figs. c and d is based on radiative transfer modeling and was not derived from observation.

For small absorption features superposed on continuum emission, this procedure preserves the line/continuum ratio since beam coupling affects the spectrum at each frequency by a given scaling factor which is independent of the relative importance of line absorption and continuum emission at that frequency. The scaling procedure does remove intrinsic information on absolute planetary fluxes, but allows a straightforward comparison of observations with radiative transfer models. In the absence of calibrated beam coupling measurements (which we continue to pursue), and given that the uncertainties on existing submillimeter Jovian brightness temperature measurements are comparable to the estimated uncertainties in radiative transfer models (due to uncertainties in line parameters and spectral lineshapes, especially for NH₃), the above scaling procedure gives sufficiently accurate continuum temperatures to allow the determination of accurate upper limits.

7.4 Results/Upper Limits

Table lists, in alphabetical order, the molecular species considered in this paper which have submillimeter transitions falling within one or more of our filter bandpasses. Column lists the names of the molecules, and column gives their electric dipole moments μ (in Debye). The range of frequencies over which RMS noise was computed for the highest signal-to-noise transition of each molecule
Figure 7.2: Jupiter non-detections. The histograms are the observed spectra at 200 MHz resolution, and the curves are radiative transfer models convolved to the instrumental resolution of 200 MHz. The middle (solid) model curves give the 3σ upper limits. (a) HCN with no condensation. (b) HCN including condensation. The terrestrial O₃ features at 883 and 889 GHz were not included in the spectral RMS and have been blanked in Figs. a and b. (c) HCP. (d) H₂S. Residual O₃ features near 684 GHz have been ticked.

is given in column 3, and column 4 gives the RMS noise over this frequency range. The frequency range must be chosen carefully for transitions falling near the edge of an atmospheric window so as to include as much bandpass as possible while excluding frequencies strongly affected by atmospheric absorption. Column 5 presents the 3σ upper limit obtained from our FTS measurements for the mole fraction of each undetected species (discussed in detail below) and the best-fit concentrations for the detected molecules. Column 6 gives the best previously available observational upper limits.

### 7.4.1 HCN

Our observations covered the 4–3 (354.5 GHz), 8–7 (708.9 GHz), 9–8 (797.4 GHz), and 10–9 (886.0 GHz) transitions of the HCN molecule. None of these lines were detected in Jupiter. In Saturn, a feature is present at the frequency of the 10–9 transition (Fig. 7.1), but no other HCN lines were detected. We therefore computed models to estimate the HCN concentration required to
## Jupiter

<table>
<thead>
<tr>
<th>Species</th>
<th>$\mu$ (D)</th>
<th>Freq. Range (GHz)</th>
<th>RMS (K)</th>
<th>FTS Upper Limit (or mole fraction)</th>
<th>Previous Best Limit (or mole fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$D</td>
<td>0.0056</td>
<td>000.0-710.0</td>
<td>4.6</td>
<td>$&lt; 8.8 \times 10^{-5}$</td>
<td>$= 1.6 \pm 2.4 \times 10^{-7}$</td>
</tr>
<tr>
<td>CO</td>
<td>0.1098</td>
<td>380.0-815.0</td>
<td>2.8</td>
<td>$&lt; 1.3 \times 10^{-5}$</td>
<td>$= 1.0 \pm 1.6 \times 10^{-6}$ (a)</td>
</tr>
<tr>
<td>H$_2$S</td>
<td>0.974</td>
<td>680.0-964.0</td>
<td>2.6</td>
<td>$&lt; 2.9 \times 10^{-8}$</td>
<td>$&lt; 3.3 \times 10^{-8}$ (c)</td>
</tr>
<tr>
<td>HBr</td>
<td>0.828</td>
<td>490.0-510.0</td>
<td>2.7</td>
<td>$&lt; 7.0 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>HCl</td>
<td>1.109</td>
<td>623.7-630.0</td>
<td>5.2</td>
<td>$&lt; 5.0 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>HCN, condens.</td>
<td>2.984</td>
<td>870.0-909.0</td>
<td>2.3</td>
<td>$&lt; 2.0 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>HCN, no condens.</td>
<td>2.984</td>
<td>870.0-909.0</td>
<td>2.3</td>
<td>$&lt; 3.0 \times 10^{-10}$</td>
<td>$= 2.7 \pm 3 \times 10^{-9}$ (b)</td>
</tr>
<tr>
<td>HCP</td>
<td>0.039</td>
<td>650.0-681.0</td>
<td>1.7</td>
<td>$&lt; 2.2 \times 10^{-8}$</td>
<td></td>
</tr>
<tr>
<td>LiH</td>
<td>5.882</td>
<td>870.0-905.0</td>
<td>2.4</td>
<td>$&lt; 1.1 \times 10^{-11}$</td>
<td></td>
</tr>
<tr>
<td>NaH</td>
<td>6.7</td>
<td>800.0-880.0</td>
<td>2.0</td>
<td>$&lt; 8.0 \times 10^{-12}$</td>
<td></td>
</tr>
<tr>
<td>PH$_3$</td>
<td>0.574</td>
<td>—</td>
<td>—</td>
<td>$= 6.0 \times 10^{-7}$</td>
<td>$= 2.6 \pm 9.3 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

## Saturn

<table>
<thead>
<tr>
<th>Species</th>
<th>$\mu$ (D)</th>
<th>Freq. Range (GHz)</th>
<th>RMS (K)</th>
<th>FTS Upper Limit (or mole fraction)</th>
<th>Previous Best Limit (or mole fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$D</td>
<td>0.0056</td>
<td>455.0-473.0</td>
<td>3.6</td>
<td>$&lt; 3.6 \times 10^{-6}$</td>
<td>$= 3.9 \pm 2.5 \times 10^{-7}$</td>
</tr>
<tr>
<td>CO</td>
<td>0.1098</td>
<td>340.0-364.0</td>
<td>1.5</td>
<td>$&lt; 3.3 \times 10^{-8}$</td>
<td>$= 1.0 \pm 0.3 \times 10^{-9}$</td>
</tr>
<tr>
<td>H$_2$S</td>
<td>0.974</td>
<td>675.0-693.0</td>
<td>9.0</td>
<td>$&lt; 1.6 \times 10^{-8}$</td>
<td>$&lt; 2.0 \times 10^{-7}$</td>
</tr>
<tr>
<td>HBr</td>
<td>0.828</td>
<td>490.0-510.0</td>
<td>4.0</td>
<td>$&lt; 1.1 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>HCl</td>
<td>1.109</td>
<td>624.1-635.0</td>
<td>10.2</td>
<td>$= 1.1 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>HCN, condens.</td>
<td>2.984</td>
<td>348.0-360.0</td>
<td>1.9</td>
<td>$&lt; 1.5 \times 10^{-8}$</td>
<td>(d)</td>
</tr>
<tr>
<td>HCN, no condens.</td>
<td>2.984</td>
<td>348.0-360.0</td>
<td>1.9</td>
<td>$&lt; 4.0 \times 10^{-10}$</td>
<td>$&lt; 7 \times 10^{-9}$ (e)</td>
</tr>
<tr>
<td>HCP</td>
<td>0.039</td>
<td>345.0-364.0</td>
<td>1.7</td>
<td>$&lt; 5.0 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>LiH</td>
<td>5.882</td>
<td>860.0-892.0</td>
<td>7.0</td>
<td>$&lt; 1.2 \times 10^{-11}$</td>
<td></td>
</tr>
<tr>
<td>NaH</td>
<td>6.7</td>
<td>855.0-880.0</td>
<td>3.5</td>
<td>$&lt; 5.0 \times 10^{-12}$</td>
<td></td>
</tr>
<tr>
<td>PH$_3$</td>
<td>0.574</td>
<td>—</td>
<td>—</td>
<td>$= 3.0 \times 10^{-6}$</td>
<td>$= 0.9 \pm 10.0 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

### Notes

In column 5, an ‘$=$’ indicates an FTS detection, while a ‘$<$’ indicates an upper limit. In column 6, an ‘$=$’ indicates a previous detection, a ‘$<$’ indicates a previous upper limits, and an ‘$-$’ indicates a molecule for which no previous limit or detection exists.

- This value is a 1σ limit.
- This observation is apparently in error.
- The 0.6 ppm concentration quoted here is derived from the $J = 3 \rightarrow 2$ line.
- The line is so broad that this limit is questionable. If present, the line might have been removed by baseline rescaling.
- This upper limit is the concentration best matching the observing spectral feature at the frequency of the HCN 10 – 9 transition. The lack of detectable HCN features in lower frequency windows give a more stringent upper limit of $< 1.1 \times 10^{-9}$.
- The 3 ppm concentration quoted here is derived from the $J = 1 \rightarrow 0$ line at 267 GHz (Weisstein and Serabyn 1994).

Table 7.2: 3σ upper limits for various molecular species in Jupiter and Saturn.
Figure 7.3: Jupiter non-detections, con’t. (e) HCl. The frequencies obscured by a terrestrial H$_2$O feature centered at 620.7 GHz, in the middle of the bandpass, have been blanked, but result in greatly increased noise near the H$_2$O feature at 625 GHz. (f) HBr. The 2 GHz ripple results from reflective standing waves which did not divide out in this frequency range. (g) LiH. A strong O$_3$ feature near 889 GHz has been blanked. (h) NaH.

Figure 7.4: Saturn non-detections. The histograms are the observed spectra and 200 MHz resolution, and the curves are radiative transfer models convolved to the instrumental resolution of 200 MHz. The middle (solid) model curves give the 3σ upper limits, except for HCl, where it gives the model consistent with a 3σ detection. (a) HCN, not including condensation. (b) HCN with condensation. (c) HCP. Terrestrial O$_3$ features with strengths $>10^{-4}$ nm$^2$ MHz and excitation temperatures $<1000$ K have been ticked in Figs. a–c. (d) H$_2$S. The increased noise at high frequencies occurs near the edge of the atmospheric window.
Figure 7.5: Saturn non-detections, con’t. (e) HCl. The frequencies obscured by a terrestrial H$_2$O feature centered at 620.7 GHz in the middle of the bandpass, have been blanked, but result in greatly increased noise near this feature. As can be seen by comparison with the middle model curve, the spectrum is consistent with an HCl detection at a concentration of 1.1 ppb. (f) HBr. The 2 GHz ripple results from reflective standing waves which did not divide out in this frequency range. (g) LiH. A small emission core arises from stratospheric LiH in the atmospheric model. The baseline in the 880-890 GHz frequency range is noticeably disturbed by either an instrumental ripple, terrestrial weather variations, or perhaps an unknown line in Saturn. The frequencies of strong O$_3$ transitions have been indicated with tick marks. (h) NaH. The baseline in this frequency range is also somewhat ripply.

produce the observed line in Saturn and to place upper limits on the HCN concentrations based on the non-detections in Jupiter and Saturn. The models assumed broadening coefficients as measured by Rohart et al. (1987) for HC$^{15}$N,

$$\Delta \nu = p_{H_2} (4200 \text{ MHz/bar}) \left( \frac{300 \text{ K}}{T} \right)^{0.75} + p_{He} (1425 \text{ MHz/bar}) \left( \frac{300 \text{ K}}{T} \right)^{0.66}.$$  

We first consider upper limits derived from our non-detections, deferring for the moment discussion of the 10 – 9 line in Saturn. In Jupiter, the non-detection of the 10 – 9 rotational transition of HCN sets the most stringent upper limit, while for Saturn, the 3 – 2 is the most definitive. For a constant HCN mole fraction in the stratosphere and troposphere, the 3σ upper limit is 0.3 ppb for Jupiter (Fig. a), and 0.1 ppb for Saturn (Fig. a). If we consider the more realistic case of condens-
Figure 7.6: Observed Saturn spectrum (histogram curve) in the spectral region corresponding to the 10–9 transition of HCN, rebinned to 1.5 GHz channels, and model spectra for 0.2, 0.4, and 0.6 ppb HCN (smooth curves). The binned spectrum has not been divided by the Moon, but has been scaled to the continuum level of the radiative transfer models. In the model spectra, HCN has been distributed with a constant mole fraction throughout the stratosphere and troposphere. The model spectra have also been convolved to a resolution of 1.5 GHz. A mole fraction of 0.4 ppb HCN fits the observed spectrum best.

In the stratosphere, we obtain limits of 2 ppb (Jupiter; Fig. b) and \( \sim 15 \) ppb (Saturn; Fig. b) in the deep atmosphere below the condensation level. In the case of Saturn, however, the line is so broad that it is quite difficult to separate HCN line wing emission from the continuum, a problem exacerbated by the baseline fitting and rescaling procedure discussed above which has been applied to the spectrum. Furthermore, the limits in the case of HCN condensation are subject to rather large uncertainties because the HCN vapor pressure is highly sensitive to temperature near its saturation point (Bézard et al. 1995). Not only are the temperature profiles known to vary spatially (and probably temporally as well), but the saturation vapor law is also poorly determined.

The HCN vapor pressure measurements used here are those of Small, which have been fit by Atreya (1986) with an equation of the form \( V_p = a - b/(T - c) \), where \( V_p \) is vapor pressure. However, Small’s data only extend down to a temperature of 202 K, and so the curve is an extrapolation at lower temperatures.

We now turn to the 885.97 GHz HCN 10–9 transition in Saturn. As can be seen in Fig. g
(to be discussed in more detail in §7.4.5), which shows the relevant spectral region, the baseline between 880 and 890 GHz is not flat—the spectrum is consistent with two to three broad absorption features, or a single even broader absorption with a superposed baseline ripple. In Jupiter (Fig. g) no analogous feature is present. This suggests that the spectral dips originate in Saturn's spectrum and are not an artifact produced by terrestrial absorption features not entirely removed by the calibration procedure. This conclusion is further bolstered by the fact that recent re-observations of Saturn in the relevant 350 μm filter consistently show a broad absorption in the same frequency region. In order to improve the signal-to-noise ratio and to better accentuate broad features, we thus re-binned our 0.2 GHz spectral resolution data to a resolution of 1.5 GHz. Fig. shows the prominent absorption feature which results.

The broad absorption line evident in in Fig. is centered at 887.0 GHz (as obtained by fitting a Lorentzian lineshape), in reasonable but not perfect agreement with the HCN 10 – 9 transition frequency. We thus also searched the line catalog of Pickett et al. (1992) for additional line candidates centered near 886 GHz, but no plausible nearby transitions were found, making HCN the best candidate for producing the observed feature (see however §7.4.5 for a discussion of LiH). As models which include HCN condensation produce lines too broad and shallow to reproduce the observed feature, we ran radiative transfer models using a variety of constant HCN mole fractions to determine the possible effect of HCN on this part of the spectrum. As shown in Fig. (where the superposed model spectra have been convolved a resolution of 1.5 GHz, corresponding to the bin size of the data), a mole fraction of 0.4 ppb HCN gives good agreement with the data. This value is four times the upper limit obtained from non-detections of the lower frequency HCN lines, implying that the lower frequency transitions (and the 3 – 2 line in particular; see Fig. a) should have been observable if HCN were distributed with a constant HCN mole fraction.
CHAPTER 7. JUPITER AND SATURN LINE SURVEYS

We attempted to resolve this discrepancy by considering models in which HCN was restricted to a vertical layer characterized by a given concentration, cuton pressure, and cutoff pressure. Surprisingly, no combination of these parameters was capable of reproducing the required contrast in line area between the 3–2 non-detection and the possible 10–9 feature. In fact, all models gave very similar absolute depths for the two lines, although the continuum levels at 350 and 880 GHz differ from one another by \( \sim 30 \) K (and arise from different pressure levels). Given the conflict between the low abundance limit obtained from the 3–2 line and the higher concentration implied by the observed 10–9 feature, the detection of HCN in Saturn cannot yet be considered certain, and so we adopt the 10–9 best-fit concentration of 0.4 ppb as the overall upper limit for a constant troposphere and stratosphere HCN profile in Saturn. Despite the difficulty of reaching a unique interpretation of our Saturn HCN data, the 0.4 ppb limit still provides a considerable improvement over the best published infrared upper limit.

HCN can be produced by equilibrium chemistry in the deep troposphere of Jupiter (Fegley and Lodders 1994), by coupled photochemistry of CH\(_4\) and NH\(_3\) in the upper troposphere (Kaye and Strobel 1984), or by a combination of the two. Chemical models of Jupiter predict upper tropospheric HCN concentrations of 0.6–2.6 ppb for eddy diffusion coefficients in the range \( 10^7 - 10^9 \) cm\(^2\) s\(^{-1}\) (Fegley and Lodders 1994). However, photochemistry can also produce concentrations in the same range if vertical mixing is slow (\( K \sim 10^4 \) cm\(^2\) s\(^{-1}\)) in the upper troposphere. Our upper limit of 2 ppb on Jupiter can therefore not rule out either process.

Our HCN upper limit on Jupiter is, however, inconsistent with the reported HCN detection on Jupiter by Tokunaga et al. (1981). These authors identified three infrared lines which they interpreted as arising from tropospheric HCN at a concentration of \( 2_{11}^{12} \) ppb. Condensation of HCN was ignored in their model, which also neglected possible emission due to stratospheric HCN.
contrast, our "no condensation" profile assumes a constant HCN mole fraction in the stratosphere as well as the troposphere. This allows the existence of an emission core, which decreases the line depth when convolved to our instrumental resolution, hence providing a more conservative upper limit. Our HCN upper limit of 0.3 ppb limit in the absence of condensation is significantly lower than the Tokunaga et al. (1981) value, and we therefore believe that the detection reported by Tokunaga et al. (1981) was likely spurious. This conclusion is further supported by a recent remeasurement and reassessment of the purported infrared detections by Bézard et al. (1995), who found no features at the transition frequencies observed by Tokunaga et al. (1981). Based on these non-detections, Bézard et al. (1995) have obtained an HCN upper limit of 1.0 ppb, ignoring condensation. (A weaker limit of 6.0 ppb results if condensation is included.) It therefore appears that HCN is significantly less abundant in the upper atmosphere of Jupiter than reported in the work of Tokunaga et al. (1981). It also appears that submillimeter observations are capable of providing the tightest constraints on high dipole moment molecules such as HCN in the Jovian planets.

7.4.2 HCP

The HCP molecule, a disequilibrium species in the atmospheres of the giant planets expected to form from the photodissociation products of CH$_4$ and PH$_3$ (Kaye and Strobel 1984), has many rotational transitions in our spectral bands. Based on our non-detections of the HCP 9$-8$ (350.5 GHz), 10$-9$ (399.4 GHz), 12$-11$ (479.3 GHz), 16$-15$ (638.9 GHz), 17$-16$ (678.8 GHz), and 22$-21$ (878.6 GHz) lines, we are able to place 3σ upper limits of 22 ppb and 5.0 ppb on its mole fraction in the upper atmospheres of Jupiter (Fig. c) and Saturn (Fig. c), respectively. For Jupiter, the best limit is obtained for the 17$-16$ line, while the 9$-8$ line provides the tightest constraint for Saturn. In the absence of laboratory data, we assumed the same broadening coefficient of 2100 MHz/bar and temperature exponent of 0.6 as for CO (see below). Our Jupiter limit is higher than the ∼9
ppb predicted by photochemical models of Kaye and Strobel (1984) and assumed in the radiative transfer models of Bézard et al. (1986). However, our 5 ppb limit for Saturn is smaller than this value, indicating that existing photochemical models predict an excess of HCP for this planet.

7.4.3 H2S

Despite the many strong millimeter-submillimeter lines which should betray the presence of H2S in Jupiter’s and Saturn’s atmospheres, this molecule remains undetected, presumably because it is removed by the formation of NH3SH clouds in their deep atmospheres and exists in equilibrium only at unobservable levels beneath this cloud deck (Atreya 1986). Although H2S has been suggested as a cloud chromophore in Jupiter (Lewis and Prinn 1970), its lack of detection calls this hypothesis into question. Unsuccessful searches in Jupiter have been carried out by Larson et al. (1984) in the infrared and Joiner et al. (1992) in the millimeter. The best current upper limit in Jupiter is that of Larson et al. (1984), 33 ppb at the 1σ level. In the case of Saturn, Owen et al. (1977) give an upper limit of 200 ppb.

In our FTS spectra, we searched for but did not find the strong 2_{2,1}−2_{1,2} (505.6 GHz), 4_{4,1}−4_{3,2} (650.4 GHz), and 2_{0,2}−1_{1,1} (687.3 GHz) H2S transitions in Jupiter and Saturn. In our models, we used a line broadening of

$$\Delta \nu = p_{H_2}(1900 \text{ MHz/\text{bar}}) \left( \frac{300 \text{ K}}{T} \right)^{0.67} + p_{He}(1425 \text{ MHz/\text{bar}}) \left( \frac{300 \text{ K}}{T} \right)^{0.67},$$

where the broadening coefficient for H2S-H2 was taken as that found for the 216 GHz line by Joiner et al. (1992), the H2S-He broadening coefficient was taken from the measurement of the 168 GHz line by Willey et al. (1989), and the temperature exponent was taken as 0.67 following Joiner et al. (1992). Modeling of the 2_{0,2}−1_{1,1} line assuming H2S to be uniformly mixed in the upper troposphere gives a 3σ upper limit of 29 ppb in Jupiter (Fig. d) and 16 ppb in Saturn (Fig. d). These values
are 30% smaller than the 1σ limit obtained by Larson et al. in Jupiter and more than an order of magnitude smaller than Owen et al.’s value in Saturn. For both planets, our new limits are more than three orders of magnitude smaller than the meteoritic sulfur abundance of 33 ppm (Anders and Grevesse 1989). This large depletion is consistent with the removal of sulfur as NH$_4$SH in the deep atmospheres, and further lessens the likelihood that H$_2$S is a significant contributor to cloud coloration.

7.4.4 Hydrogen Halides

In Jupiter and Saturn, the major halide reservoirs at the temperatures of the deep troposphere (> 400 K) are expected to be the hydrogen halides (Fegley and Lodders 1994). The fundamental $J = 1 \rightarrow 0$ rotational transitions of both HBr and HCl fall within available atmospheric windows. (The fundamental transition of the lightest halogen halide, HF, falls at 1232 GHz, well above the highest frequency submillimeter atmospheric window.) These transitions are both hyperfine triplets, but the components are closely spaced in frequency. The HBr molecule exists in two isotopic forms, H$^{81}$Br and H$^{83}$Br, with transitions falling at 500.6 GHz, while the HCl molecule exists as either H$^{35}$Cl or H$^{37}$Cl, with transitions at 625.9 and 625.0 GHz, respectively. Solar system isotopic ratios are $^{79}$Br/$^{81}$Br=1.02 and $^{35}$Cl/$^{37}$Cl=3.1 (Anders and Grevesse 1989). Because of the small separation in the isotopomer transition frequencies and the large pressure-broadening produced in the atmospheres of Jupiter and Saturn, tropospheric lines of each pair of isotopomers are expected to be blended together. (Stratospheric emission spikes, if present, would be well-separated.)

In FTS observations at the appropriate frequencies, we did not detect HBr or HCl in Jupiter or HBr in Saturn, but did tentatively detect HCl in Saturn. For the non-detections, we have determined upper limits for the molecular abundances. We have also modeled HCl in Saturn in order to determine the abundance giving the best match to our data. In our models, we used an
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HCl pressure-broadening coefficient of 2013 MHz/bar as measured for the \( J = 4 - 3 \) rotational transition in an N\(_2\) atmosphere at ambient temperature and a pressure of 6 - 8 torr (Chance et al. 1986), and a temperature exponent of \( n \approx 0.85 \), as determined for the 3.5 \( \mu \)m infrared \( 1 \leftarrow 0 \) band by Bellard et al. (1985). In the absence of laboratory data, these same parameters were also used for the \( J = 1 - 0 \) transition of HBr. Based on the non-detection of an absorption feature, we derive a 3\( \sigma \) upper limit of 5 ppb for total HCl (both isotopomers) in Jupiter's troposphere (Fig. e). Assuming a temperature-broadening exponent of \( n = 0.85 \), we also place an upper limit of 7.0 ppb for HBr in Jupiter (Fig. f) and 1.1 ppb in Saturn (Fig. f). Neither the HCl nor the HBr limit is sensitive to the exact value used for \( n \), and both remain unchanged if \( n = 0.6 \) is used instead.

For Saturn, our spectrum is consistent (at the 3.5\( \sigma \) level) with an absorption feature corresponding to a tropospheric HCl mole fraction of 1.1 ppb (Fig. e). Despite the atmospheric cutoff near 624 GHz (at the edge of a terrestrial water line) and resultant high noise near this cutoff, this absorption feature is present in data taken both on June 21 and June 24 (although atmospheric transmission was inferior on the 24th relative to the 21st), but absent in Moon spectra taken the same nights, suggesting that it is real. Spectra from June 21 which show an absorption near 625 GHz in Saturn but no such feature in the Moon are presented in Fig. a. In this figure, both spectra have been binned to 0.5 GHz spectral channels to reduce random noise, and the Moon spectrum has been scaled by a factor of 0.086 to allow a direct comparison with the Saturn spectrum. The absorption feature stands out strongly in the Saturn/Moon ratio spectrum shown in Fig. b, which has also been binned to 0.5 GHz. We therefore tentatively report the detection of HCl in Saturn at the 1.1 ppb level. Additional observations are planned to confirm this identification.

These results represent the first spectroscopic upper limits or detections obtained for halides in the atmosphere of any giant planet. Our CI limit in Jupiter and detection in Saturn are factors of 66
Figure 7.7: (a) Superposed Saturn and Moon spectra binned to 0.5 GHz channels, with the rotational transition frequencies of the HCl isotopomers indicated. The Moon has been scaled by a constant factor to place it on the same vertical scale. The baselines for both spectra are quite flat away from the 620.7 GHz H$_2$O line. An absorption feature near the HCl transition frequency at 625 GHz appears in the Saturn spectrum, but not the Moon spectrum. The terrestrial atmospheric transmission cuts off due to H$_2$O between 616.3-624.5 GHz, as marked. (b) Ratio of the spectra shown in (a) (solid histogram), a smooth fit to the baseline (dotted curve), and a model spectrum containing 1.1 ppb HCl (solid curve). The absorption feature at 625 GHz is well-matched to the frequency of the HCl 1 – 0 rotational transition.
and 300 smaller, respectively, than the meteoritic Cl mole fraction of 332 ppb (Anders and Grevesse 1989), indicating that Cl is strongly depleted in both planets. At the cold temperatures of the upper jovian tropospheres, halides are predicted to be removed as ammonium halide condensates (Fegley and Lodders 1994). The strong depletions indicated by our upper limit in Jupiter and tentative detection in Saturn are consistent with condensation. However, the tentative detection of HCl in Saturn suggests that vertical mixing may be rapid enough in this planet to maintain a small reservoir of HCl in equilibrium with the expected NH₄Cl condensate. For Br, on the other hand, our upper limits are greater than the solar value of 0.71 ppb (Anders and Grevesse 1989), so a comparison with solar abundance is not yet possible. However, the current Saturn HB₃r limit of 1.1 ppb is within a factor of 1.5 of the solar Br value.

7.4.5 Alkali Hydrides

In the upper tropospheres of Jupiter and Saturn, the group IA (alkali) metals have recently been predicted to be removed by the condensation of sulfides (Fegley and Lodders 1994). At higher temperatures, the major alkali gases are halides and hydroxides. The alkali hydrides NaH and KH (but not LiH) are also expected to form in the deep troposphere, but the predicted mole fractions are quite small (Fegley and Lodders 1994). As a result, despite their large rotational dipole moments (e.g., 6.7 D for NaH and 5.882 D for LiH), metal hydrides are unlikely to be present in great enough quantities to produce observable spectral features. Identification of KH is also made difficult by the lack of published frequencies for its rotational transitions. Meteoritic abundances of Li and Na are 3.4 ppb and 3.4 ppm, respectively (Anders and Grevesse 1989), and we emphasize that the solar Li abundance is actually a factor of 140 smaller than the meteoritic value due to nuclear processing.

LiH exists as the isotopomers ⁶LiH and ⁷LiH, with ⁷Li/⁶Li = 12.3 (Anders and Grevesse 1989). The rotational transitions of LiH and NaH which fall in available atmospheric windows are ⁷LiH
2–1 and NaH 3–2, occurring at frequencies 887.2 GHz and 868.6 GHz, respectively. (The $^6\text{LiH}$ 2–1 transition at 905.7 GHz is well-separated from $^7\text{LiH}$ transition and expected to be much weaker because of the large $^7\text{Li}/^6\text{Li}$ isotopic ratio.) As anticipated, no line is apparent in the vicinity of these frequencies, allowing us to place 3σ upper limits of 11 ppt for (total) LiH in Jupiter (Fig. g), and 12 ppt in Saturn (Fig. g). For NaH, the 3σ limits are 8 ppt in Jupiter (Fig. h) and 5 ppt in Saturn (Fig. h). The LiH and NaH limits are more than two and five orders of magnitude, respectively, below meteoritic abundances of the respective alkalis, and are therefore consistent with condensation of these alkali hydrides. In the absence of laboratory measurements, pressure broadening of 2000 MHz/bar and a temperature exponent of 0.6 were adopted and hyperfine splitting ignored in the radiative transfer calculations.

The analysis of the Saturn spectrum shown in Fig. g is complicated by the presence of strong absorptions on either side of the $^7\text{LiH}$ transition frequency. As discussed in §7.4.1, the most likely candidate for these excursions below a constant baseline is a broad HCN 10–9 absorption at 886.0 GHz, which has been corrupted by baseline ripple. Because we have not been able to reconcile the strength of this apparent HCN feature with much weaker lower frequency HCN lines in Saturn—and because the width of the expected LiH line is much narrower than the breadth of the absorption feature presumably due to HCN—our LiH upper limit in Saturn has been computed using several simplifying assumptions. We did not superimpose an LiH line on an HCN absorption, but simply found the LiH mole fraction which would have produced an observable line, assuming no HCN, and treating the possible HCN absorption as noise. This assumption yields a rather conservative upper limit.
7.4.6 Molecules with Small Rotational Dipole Moments (CO and CH3D)

The small rotational dipole moments of CO and CH3D (0.1098 D and 0.0056 D, respectively) relative to their strong vibrational dipole moments render submillimeter searches of the Jovian planets inferior in sensitivity to those made at infrared wavelengths. In particular, while CO has been detected on Jupiter (Noll et al. 1988, Bjoraker et al. 1986) with a mole fraction of 1.0-1.6 ppb and on Saturn (Noll et al. 1986, Noll and Larson 1990) with a mole fraction of 0.7-1.3 ppb, our non-detections of the CO 3–2 (345.8 GHz), 4–3 (461.0 GHz), 6–5 (691.5 GHz), and 7–6 (866.7 GHz) lines only yield a 3σ upper limit of 130 ppb on Jupiter (based on the highest frequency line) and 33 ppb on Saturn (based on the 3–2 line). In our model, the broadening coefficient was taken as 2160 MHz/bar and the temperature exponent as $n = 0.6$ (Noll et al. 1988). Similarly, while CH3D has been detected in infrared observations (Bjoraker et al. 1986, Kunde et al. 1982, Drossart et al. 1982) at a concentration of 0.16–0.24 ppm in Jupiter and at 0.14–0.64 ppm in Saturn (Fink and Larson 1978, Courtin et al. 1984, Noll and Larson 1990), we did not detect the 2–1 (465.2 GHz) or 3–2 (697.8 GHz) lines, and are only able to set an upper limit of 88 ppm in Jupiter (based on the 3–2 line) and 3.6 ppm in Saturn (based on the 2–1 line). These values were derived assuming the same broadening coefficient and temperature exponent as for CO.

7.5 Conclusions

Our measurements set an upper limit of 0.3 ppb on the HCN mole fraction in Jupiter if HCN is distributed with a constant mixing ratio. This concentration is significantly lower than the purported infrared detection of Tokunaga et al. (1981). We have apparently detected the 10–9 transition of HCN in Saturn. However, because this concentration is in conflict with the low abundance limit obtained from the 3–2 line, the detection of HCN in Saturn cannot yet be considered certain, and
so we adopt the 10 – 9 best-fit concentration of 0.4 ppb as the overall upper limit for a constant
troposphere and stratosphere HCN profile in Saturn. If condensation of HCN is included, the deep
tropospheric HCN limits are increased to 2 ppb for Jupiter and ~ 15 ppb for Saturn. We set a
tropospheric HCl upper limit of 5 ppb in Jupiter, and have tentatively detected this molecule at
a mole fraction of 1 ppb in Saturn. We set HBr upper limits of 7 ppb in Jupiter and 1.1 ppb
in Saturn. To our knowledge, these are the first spectroscopic limits on the halides in any jovian
planet. They indicate that Cl is strongly depleted relative to the solar abundance in the upper
tropospheres of Jupiter and Saturn, but the tentative detection of HCl on Saturn suggests that
vertical transport is rapid compared to the chemical lifetime of HCl. We also obtain upper limits
of 29 ppb (Jupiter) and 16 ppb (Saturn) for H₂S (the latter is an order of magnitude improvement
over existing measurements), and 22 ppb (Jupiter) and 5 ppb (Saturn) for HCP. For Saturn, this
is nearly a factor of two smaller than the value suggested by photochemical models of Kaye and
Strobel (1984). Finally, we obtain upper limits of 11 ppt (Jupiter) and 12 ppt (Saturn) for LiH,
and 8 ppt (Jupiter) and 5 ppt (Saturn) for NaH. These are the first tropospheric upper limits to be
placed on alkali metals in the troposphere of the jovian planets, and indicate that both Li and Na
are strongly depleted relative to meteoritic abundances.
Chapter 8

Uranus and Neptune

"I knew a mathematician who said, "I do not know as much as God, but I know as much as God did at my age.""

—Milton Shulman

8.1 Introduction

Thermodynamic equilibrium models predict that CH$_4$ and NH$_3$ should be the primary carbon and nitrogen reservoirs in Uranus and Neptune (Marten et al. 1993), as well as in Jupiter and Saturn (Fegley and Lodders 1994). Although both of these molecules condense in the upper tropospheres of Uranus and Neptune, CH$_4$ has been detected spectroscopically in both planets, and the presence of NH$_3$ is inferred indirectly based on the observed centimeter-wavelength continuum temperatures (Hofstadter and Muhleman 1988, de Pater et al. 1991). The detection of thermochemically unstable carbon- and nitrogen-bearing species such as CO and HCN (or more exotic species such as PH$_3$, GeH$_4$, and AsH$_3$) in the upper atmospheres of the jovian planets therefore reveals the existence of significant disequilibrium processes.

Convective mixing and stratospheric photochemistry of infalling material are the two most commonly invoked processes for explaining observations which are incompatible with equilibrium chemistry models. If the source of a disequilibrium species is convective mixing from below, the molecule
is said to have an internal origin. Similarly, if disequilibrium species or their precursors enter an atmosphere from the top (e.g., via infalling meteorites (Moses 1992) or the loss to the upper atmosphere of ionized particles trapped in the magnetosphere after escaping from a close-orbiting satellite), they are said to be of external origin. Observations can potentially distinguish between these two mechanisms by inferring a vertical distribution which may be incompatible with one or the other. For species which are determined to originate internally, determination of a vertical abundance profile can also provide constraints on the eddy diffusion coefficient, which is potentially very useful for the testing of interior models.

In Jupiter and Saturn, CO, PH₃, GeH₄, AsH₃, and many other disequilibrium species have been detected. Most are believed to have an internal origin. In Uranus and Neptune, all these molecules (including HCN) are expected to condense out in the cold tropospheres with the exception of CO (Bézard et al. 1986). However, kinetics arguments suggest that relatively small tropospheric CO concentrations of less than 1 ppb should be expected in Uranus and Neptune (Fegley and Prinn 1986), making these molecules very difficult to detect. It was therefore a great surprise when the narrow ($\lesssim$ 30 MHz) and weak ($\sim$ 0.1-0.6 K) stratospheric emission core of CO was detected at the ppm level in Neptune by Marten et al. (1993) using the CSO and JCMT. The CO line core was subsequently re-measured by Rosenqvist et al. (1992) using the IRAM 30-m telescope. If the CO molecule has an internal origin, these detections require eddy diffusion coefficients which are several orders of magnitude higher than predicted by mixing length theory (which appears to work reasonably well for Jupiter and Saturn), unless H₂O in Neptune is enhanced by a factor of $\gtrsim$ 200 over solar (Lellouch et al. 1994).

More surprising still was the detection of HCN line cores in Neptune by the same authors, despite the fact that the saturation vapor pressure of HCN indicates that it should condense at
the cold temperatures of the lower stratosphere and upper troposphere of Neptune. As a result of condensation, HCN should exist at concentrations 22 orders of magnitude smaller than observed!

Neither CO nor HCN was seen in Uranus, allowing Marten et al. (1993) to place a stratospheric upper limit of 30 ppb for CO and 0.1 ppb for HCN, while Rosenqvist et al. (1992) derived upper limits 40 ppb for CO and a much weaker limit of 15 ppb for HCN.

8.2 Previous Observations of CO and HCN in Neptune

Marten et al. (1993) observed CO 2–1 (at the CSO), CO 3–2 (at the JCMT), and HCN 4–3 (at both the CSO and JCMT), Rosenqvist et al. (1992) detected CO 2–1 and HCN 3–2, and Lellouch et al. (1994) subsequently re-observed HCN 3–2 in the Neptunian stratosphere. Based on their measurements, Marten et al. (1993) derived a CO mixing ratio (assumed to be uniformly mixed in the stratosphere and troposphere) of 1.2 ± 0.4 ppm, and an HCN mixing ratio (between 0.003-30 mbar) of 1.0 ± 0.3 ppb HCN. Rosenqvist et al. (1992) derived somewhat different values of 0.65 ± 0.35 ppm CO (between 1-200 mbar), and 0.30 ± 0.15 ppb HCN (between 0.3-3.5 mbar). In a paper discussing new HCN measurements, assessing the earlier detections, and developing a rather extensive photochemical model, Lellouch et al. (1994) found 0.32 ± 0.08 HCN ppb at 2 mbar with an exponential falloff scale height of 250_{-110}^{+70} km in the 0.1-3.0 mbar region. They ascribed reasons for the differing CO and HCN concentrations obtained by Rosenqvist et al. (1992) and Marten et al. (1993) to a combination of observational differences, higher Marten et al. (1993) model continuum temperatures, and neglect of limb emission in the model of Marten et al. (1993). Because all of these factors happen to push the concentrations of Marten et al. (1993) in the same direction, a relatively large discrepancy resulted.

Based solely on the high-resolution small-bandpass heterodyne stratospheric observations, it was
not possible to make a clear case in favor of a purely internal or external source for either CO or HCN in Neptune. Estimates of external oxygen sources seem to be several orders of magnitude too low to account for the observed CO concentrations (Rosenqvist et al. 1992), but thermochemical transport models predict abundances at least a factor of 30 smaller than observed (Fegley and Prinn 1986). For HCN in Neptune, Marten et al. (1993) favored internal origin (impact of galactic cosmic rays on upwelling N$_2$), Rosenqvist et al. (1992), an external origin (transport of neutral N from Triton followed by ionization and trapping in Neptune's magnetosphere), and Lellouch et al. (1994), a combination of the two. An internal origin could explain the lack of CO and HCN detections in Uranus, since this planet is thought to have a smaller interior heat source than Neptune, therefore inhibiting strong convection (Guillot et al. 1994; but see also Guillot 1995). However, the lack of a Triton-like satellite as an external N source for Uranus could also be responsible for the lack of observed stratospheric HCN. While HCN should condense in the upper troposphere of Neptune, making it difficult to observe, the question of an internal versus external origin for CO in Neptune could be resolved by the detection of tropospheric CO absorption lines.

Because tropospheric lines are much too wide to be detected using the $\sim$ 1 GHz bandpasses of heterodyne receivers, other techniques are required. By tuning the IRAM Plateau de Bure interferometer to four discrete frequencies spaced 3 GHz apart between 106 and 115 GHz (in double sideband mode), Guilloteau et al. (1993) made a tentative detection of a 5.3 $\pm$ 0.8% absorption feature in Neptune at the frequency of the CO 1$\rightarrow$0 transition (Fig. a). Based on their observations, these authors derived a tropospheric abundance between 0.6 and 1.5 ppm, with 0.6 ppm giving the best fit. Unfortunately, the three frequencies falling on the putative CO linewing were all on a single side (lower frequencies) of the line center (since terrestrial atmospheric absorption prevents observations on the other side), so a rise in temperature on the high frequency side of line was not
Figure 8.1: (a) Plateau de Bure interferometer CO 1→0 measurements of Guilloteau et al. (1993). The model spectra superposed on the data points were generated by our own radiative transfer model, which gives slightly warmer temperatures than predicted by the model of Marten et al. (1993) (which is plotted in Guilloteau et al. 1993). (b) JCMT FTS CO 3→2 measurements of Naylor et al. (1994). The spectrum has been scaled by a constant factor 0.9 in order to bring the continuum into agreement with our radiative transfer model. The spectral resolution of the FTS data is 1.8 GHz, to which our model CO spectra have also been convolved.

observed (Fig. a).

A second measurement of tropospheric CO in Neptune was made with the JCMT FTS at a resolution of 1.8 GHz. In this measurement, Naylor et al. (1994) spectrascopically detected a wide absorption feature coinciding with the CO J = 3→2 transition frequency of 345 GHz (Fig. b). Their data was consistent with a tropospheric CO mixing ratio of 0.7-1.3 ppm, in agreement with the stratospheric values inferred by Rosenqvist et al. (1992) and Marten et al. (1993). Unfortunately, the spectra of both Uranus and Neptune obtained by Naylor et al. (1994) suffer from very large instrumental ripples across the entire bandpass (Fig. b). The ripples are especially worrisome because the absorption feature identified as CO appears to correspond very closely to two ripple periods. In addition, the data reduction technique described by Naylor et al. (1994) does not correct for atmospheric or filter transmission, and therefore does not provide a continuum level with which to compare their absorption feature. (The spectrum falling outside the frequencies plotted in Fig. b is essentially a filter transmission curve with superposed terrestrial atmospheric absorption.)
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continuum level of the published spectrum of Naylor et al. (1994) was therefore determined from
the Uranus radiative transfer model of Marten et al. (1993). In order to bring the continuum level
of the (arbitrarily scaled) spectrum of Naylor et al. (1994) into agreement with our own radiative
transfer model, the spectrum shown in Fig. b has been scaled by a constant factor 0.9.

Because of the limitations in the observations of Guilloteau et al. (1993) and Naylor et al.
(1994), we believe that additional well-calibrated measurements of Neptune are called for in order to
definitively establish the depth and width of the tropospheric CO line. Low frequency observations
in the 1300 μm window can also search for the \( J = 1 - 0 \) line of PH\(_3\), the \( J = 3 - 2 \) line of HCN,
and the 216 and 300 GHz transitions of H\(_2\)S. In a rapidly convecting troposphere, PH\(_3\) could be
transported up to observable levels, and would be detectable in the tropospheres of Uranus and
Neptune assuming a mole fraction higher than \( \sim 10 \) ppb (Bézard et al. 1986). However, both
PH\(_3\) and HCN should condense in the upper atmospheres of Uranus and Neptune, rendering them
potentially difficult to observe and, due to the lack of low-temperature vapor pressure measurements,
hard to accurately model.

8.3 FTS Observations

We first observed Uranus and Neptune on July 22-24, 1995 (UT) (Encrenaz et al. 1996). Celestial
mechanics made this a propitious time to observe because, in addition to Uranus and Neptune, Mars
and the Moon were also available as flux calibrators. Because of their weak fluxes (which decrease as a
function of frequency), Uranus and Neptune were observed in the 1300 μm atmospheric window using
the 30′′ Winston cone. However, because of poor atmospheric transmission (\( \tau_{225 \text{ GHz}} = 0.08-0.16 \)
on July 22 and 0.09-0.11 on July 24) resulting from relative high humidity (28-30% and 25-36%,
respectively), the 1300 μm Neptune flux levels were not consistent between the two nights. We
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Figure 8.2: Interferograms of Uranus and Neptune. The plots on the left are raw on-off interferograms. The plots on the right have been Fourier transformed, frequencies below 100 and above 600 GHz have been blanked, and the resultant spectra inverse Fourier transformed.

therefore re-observed Uranus and Neptune on September 19, 1995 using the 1300 μm filter only. On this night, both zenith optical depth ($\tau_{225}$ GHz = 0.02-0.06) and humidity (14-16%) were much lower, giving low-noise data with antenna temperatures comparable to the July data for Uranus, and the average of the two July nights for Neptune.

During the September observing run, we collected a total of 82 two-sided scans of Uranus and 282 of Neptune over a 3 hour period. The scan length was kept to a short 5.9 cm, giving a resolution of only 3.1 GHz, but reducing the length of time between “on” and “off” scans. At the time of observation, Uranus and Neptune had equatorial diameters (at the 1 bar level) of 3.67" and 2.30", respectively. Fig. shows the on-off difference interferograms obtained by averaging all the Uranus and Neptune scans and their corresponding off scans. Note the small amplitude of the difference interferograms (10 mV for Uranus and 4 mV for Neptune) compared to the ~ 1 V of the sky (“off”) interferogram. The plots on the left show raw measured interferograms, while the plots on the right
show the interferograms obtained after blanking of high- and low-frequency noise falling outside the filter bandpass. (The blanking was done in spectral space, and the resulting spectra then inverse transformed.) The result of this procedure is interferograms corresponding to the signal which would have been measured if more restrictive bandpass filtering had been performed prior to the A/D.

Fig. shows the spectra obtained by Fourier transforming and processing the interferograms of Fig. 1. The signal-to-noise ratio is ~ 20 for Uranus and ~ 10 for Neptune between 200 and 250 GHz. Although the 1300 μm window includes transitions of CO 2 − 1 (230 GHz), HCN 3 − 2 (266 GHz), PH₃ 1 − 0 (267 GHz), and transitions at 216 and 300 GHz due to H₂S, none of these molecules was detected in either planet. In addition to placing upper limits on the potential abundances of the undetected molecules, the measurement of the continua of Uranus and Neptune has allowed
Figure 8.4: Continuum temperatures for (a) Uranus and (b) Neptune. The histogram-like curve is the FTS measurements, which have been calibrated using Mars observations, the Mars thermal model of Rudy (1987), and the disk sizes of Mars, Uranus, and Neptune. Also plotted are the filter measurements of Griffin and Orton (1993) (dashed lines) and the brightness temperatures predicted by our radiative transfer model (dotted lines).

the whole disk Neptune/Uranus temperature ratio—as well as absolutely calibrated temperatures of Uranus and Neptune separately—to be determined.

Prior to analysis of Uranus and Neptune spectra for spectral lines, it was necessary to first convert the observations in Fig. 1 to an absolute temperature scale using Mars as a calibrator. The procedure is described in Serabyn and Weisstein (1996), and the final results are reproduced in Fig. 1. Using this spectroscopic technique, as opposed to the wide-band filter measurements of previous observations, whole disk average temperatures very close to those of Griffin and Orton (1993) were obtained between 200-300 GHz (Serabyn and Weisstein 1996).
8.4 Upper Limits

In this section, radiative transfer models for various molecular species of interest are presented for Uranus and Neptune. As in Chapter 7, the mole fraction giving an absorption line corresponding to a $3\sigma$ detection threshold (after convolution to the instrumental resolution of 3.1 GHz) is identified as the $3\sigma$ upper limit. The analysis presented below represents an initial analysis of these spectra. The data have been further analyzed by Encrenaz, Serabyn, and Weisstein (1996), who obtain virtually identical limits on CO and PH$_3$. In the analysis of Encrenaz et al. (1996), however, the spectra were processed at a degraded resolution of 6 GHz in order to provide the greatest possible signal-to-noise ratio for broad tropospheric lines. Encrenaz et al. (1996) also did not place upper limits on HCN, although they did consider H$_2$S.

8.4.1 CO

In Neptune, radiative transfer models set a $3\sigma$ upper limit of 1.4 ppm on the tropospheric CO abundance (Fig. a). (Encrenaz et al. 1996 set a slightly more stringent upper limit of 1.0 ppm by folding the spectrum about the CO line center.) Although CO was not detected with our FTS, the 1.4 ppm upper limit is consistent with the low- to mid-range of the 0.6-1.5 and 0.7-1.3 ppm CO
concentrations reported by Guilloteau *et al.* (1993) and Naylor *et al.* (1994), respectively. While these previous measurements were unable to constrain the abundances responsible for the observed spectral features to better than a factor of \( \sim 2 \) due to lack of knowledge of the continuum level, the upper limit obtained here unambiguously indicates that the tropospheric CO concentration cannot be as high as 1.4 ppm. Although the non-detection does not allow any new conclusions about the origin of CO in Neptune to be drawn, future observations using stronger, higher frequency transitions of CO may provide more conclusive information.

In Uranus, the upper limit obtained on the tropospheric CO abundance is 0.5 ppm (Fig. b). This is the first upper limit to be placed on tropospheric CO in Uranus.

### 8.4.2 PH3

Because PH3 is expected to condense in the upper tropospheres of Uranus and Neptune at altitudes above the \( \sim 1.5 \) bar level, gaseous PH3 can exist only in the deep tropospheres in the absence of supersaturation. As a result, PH3 lines are expected to be very highly pressure broadened (\( \sim 50 \) GHz) and very weak, making them almost impossible to detect. Fig. shows model spectra containing 1 and 10 ppm PH3, superposed on the observed spectra of Uranus and Neptune (which have been scaled to the continuum level of our radiative transfer models). Because of the extreme width of the lines in Figs. a and b, it is not possible to place an upper limit on PH3 if it does follow the assumed saturation vapor pressure law (Orton and Kaminski 1989). However, since the cold temperatures of the lower stratosphere and upper troposphere of Neptune (and Uranus) can severely limit the effectiveness of homogeneous nucleation to the point that particle formation will not occur until large supersaturations are achieved (Moses *et al.* 1992), we also computed models for PH3 assuming that condensation did not occur. Although foreign condensation nuclei or ions can also act as nucleation centers, heterogeneous nucleation is difficult to model due to the complicating effects
Figure 8.6: Uranus and Neptune spectra scaled to the continuum temperature given by our radiative transfer model. Model PH₃ lines are superposed. Because PH₃ is expected to condense in the upper tropospheres of Uranus and Neptune, it can exist in gaseous form only at deep levels and is therefore highly pressure broadened. In fact, with condensation, the line is predicted to be so wide and weak in both (a) Uranus and (b) Neptune, that no upper limit can be placed on PH₃ in either planet. However, if condensation is ignored, then the line forms higher up and is therefore stronger and narrower. In the absence of condensation, upper limits of 0.2 ppm are obtained in (c) Uranus and 0.4 ppm in (d) Neptune. In (c) and (d), the model spectra have been convolved to the instrumental resolution of 3.1 GHz.
of chemistry and mixing, and also as a result of insufficiently complete laboratory measurements (Moses et al. 1992). If PH$_3$ were to exhibit strong supersaturation such that its mole fraction were roughly constant in the upper tropospheres of Uranus and Neptune, it would likely be detectable. Our non-detection of spectral features due to PH$_3$ therefore allows us to obtain upper limits of 0.2 ppm in Uranus and 0.4 ppm in Neptune for a constant tropospheric PH$_3$ mole fraction, ruling out strong supersaturation in both planets in the presence of substantial convective transport.

### 8.4.3 HCN

HCN is expected to condense above the $\sim$ 5 bar level in the tropospheres of Uranus and Neptune, even deeper than PH$_3$. Since the 206 GHz weighting functions for Uranus and Neptune have almost no contribution at such deep levels and because tropospheric HCN lines originating from such levels would be pressure broadened to fantastic widths, HCN is not expected to be observable in the troposphere. However, if we assume HCN does not condense, upper limits of 2 ppb and 3 ppb are obtained for Uranus and Neptune (Fig. ). These upper limits are considerably larger than the observed stratospheric HCN mole fraction of 0.3 ppb in Neptune, so our sensitivity to tropospheric HCN is insufficient to distinguish between an internal and external origin for this molecule.
8.5 Conclusions

Our observations at 1300 μm did not succeed in detecting CO in Neptune, despite the fact that the observations were obtained under very favorable weather conditions. The observations of Guilloteau et al. (1993) and Naylor et al. (1994) can therefore not be confirmed, although our FTS measurements do reveal that the tropospheric CO concentration must lie below 1.4 ppm in Neptune. The best way to do to improve this limit is to re-observe Uranus and Neptune using the CSO FTS in the 800 μm window. Since CO line strength increases with increasing quantum number, measurements of the 3 − 2 line under requisite good weather conditions should yield improved sensitivity. We hope to make these new measurements in the near future.

Our observations did not detect tropospheric CO in Uranus, nor PH₃ or HCN in either Uranus or Neptune. We obtained a tropospheric upper limit of 0.5 ppm CO in Uranus, the first tropospheric upper limit to be placed on CO in this planet. Although condensation of PH₃ and HCN would render these molecules unobservable in Uranus and Neptune, we have obtained upper limits in the case of extreme supersaturation with an assumed constant tropospheric mixing ratio. For Uranus, we derive upper limits of 0.2 ppm (PH₃) and 2 ppb (HCN), and for Neptune, we derive 0.4 ppm (PH₃) and 3 ppb (HCN).
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Conclusions

“A really good scientist is one who knows how to draw correct conclusions from incorrect assumptions.”

—Otto Frisch (What Little I Remember)

“What is the meaning of it? ... It must tend to some end, or else our universe is ruled by chance, which is unthinkable. But what end? That is the great standing perennial problem, to which human reason is as far from an answer as ever.”

—Sir Arthur Conan-Doyle (The Adventure of the Cardboard Box)

“There is no conclusion. What has concluded that we might conclude in regard to it? There are no fortunes to be told, and no advice to be given. Farewell.”

—William James

“Plain stupidity is the only thing that can give them any assurance.”

—Franz Kafka (The Trial)

9.1 Summary

The construction of a Fourier transform spectrometer operating at millimeter-submillimeter wavelengths has opened up the previously unexplored submillimeter waveband to intermediate resolution planetary spectroscopy. Using our FTS, extensive intermediate resolution (0.2-3.0 GHz) observations of the tropospheres of Jupiter, Saturn, Uranus, and Neptune have been made for the first time. These observations have detected wide, pressure-broadened lines of PH₃ in Jupiter and Saturn, and have also provided tight limits on the abundances of many undetected species in all four jovian
planets.

The detection of PH$_3$ in Jupiter and Saturn has provided information about this species' vertical distribution which is roughly compatible with the "deep" ($\gtrsim$ 0.5 bar) mole fractions derived from infrared observations, but appears to imply a more rapid falloff in Jupiter's upper troposphere than predicted by existing measurements and photochemical models. The derivation of new upper limits for H$_2$S, HBr, HCl, HCN, HCP, LiH, and NaH provides chemical constraints on the upper tropospheres of Jupiter and Saturn. In particular, the strong depletion of HCl relative to the solar abundance is consistent with the low-temperature condensation of Cl as NH$_4$Cl in the upper tropospheres of Jupiter and Saturn, although the tentative detection of HCl in Saturn suggests that vertical mixing may be vigorous enough to maintain a reservoir of HCl in equilibrium with the expected NH$_4$Cl condensate. Likewise, Li and Na are strongly depleted, consistent with possible condensation as Li$_2$S and Na$_2$S. The depletion of H$_2$S on Jupiter and Saturn is consistent with condensation of NH$_4$SH, and makes a significant role for sulfur compounds as chromophores in the jovian planets unlikely. Our upper limit for HCN in Jupiter is 7 times smaller than the concentration derived from the only claimed detection to date, suggesting that this measurement may be in error (in the absence of temporal variations). FTS observations have also provided a 3σ upper limit of 1.4 ppm CO on Neptune, and 0.5 ppm on Uranus. Although both Guilloteau et al. (1993) and Naylor et al. (1994) have previously reported detections of CO at the 0.5-1.5 ppm level, the potential for systematic instrumental effects in both of these observations strongly supports the need for independent confirmation.
9.2 Future Work

Although a great deal of jovian planet spectra have been obtained, there is still much left to do. We anticipate that future FTS observations with longer integration times will provide even tighter constraints on tropospheric concentrations of molecules in the tropospheres of Jupiter and Saturn. In addition, our measurements of Uranus and Neptune have thus far only covered the lowest frequency $1300 \mu m$ filter, so observations at higher frequencies (where rotational line strengths are expected to be stronger) can yield better constraints on tropospheric CO.

A major observational project currently in its early stages is the determination of accurately calibrated submillimeter continuum temperatures for all the planets, especially Jupiter and Saturn, at relatively high resolution. Wide-band bolometric measurements have provided the best continuum temperature results so far, but the large widths of the filter bandpasses combined with the often poorly known filter transmission functions can render these results inaccurate. In particular, the presence of strong absorption features (such as the tropospheric lines of PH$_3$ in Jupiter and Saturn or CO in Neptune) in the filter passband can render bolometric results in error by several percent, in addition to the errors already introduced by a fluctuating atmosphere and calibration inaccuracies. With a resolution of 200 MHz, the FTS avoids these pitfalls by resolving pressure-broadened atmospheric lines and accurately determining the shape of the filter bandpass. Furthermore, unlike the chopping method employed by bolometric observers, the On/Off/Hot observing technique used by the FTS effectively measures and removes atmospheric absorption, making spectra more insensitive to changes in atmospheric opacity and airmass. The 10.4 meter CSO dish also gives much better source coupling than available in earlier measurements using smaller telescopes (such as Hildebrand et al. 1985). FTS measurements can, in theory, yield calibrated continuum temperatures which are accurate to within a few percent, superior to those obtained to date with bolometric measure-
ments, although systematic uncertainties due to unknown surface properties of Mars, the primary calibration source, will still remain.

Calibration is very difficult at millimeter/submillimeter wavelengths, primarily because the telescope beam pattern must be known with high accuracy. Changing emission and absorption by the temporally varying Earth’s atmosphere also complicate measurements. Since the absorption by the Earth’s atmosphere also changes as a function of airmass, bolometric observations must observe both source and a calibrator at the same position on the sky. In practice, observations are often made over a range of airmasses such that source and calibrator have the same “average” airmass. One or more planets are usually used as primary flux standards because their intrinsic brightnesses can be estimated \textit{a priori} with the aid of thermal models. Planets are the only bodies bright enough at submillimeter wavelengths to provide good flux calibrators, and the most accurate flux models can be constructed for planets with solid surfaces and tenuous atmospheres. Mars and the Moon are therefore the compact and extended calibrators of choice. Both Moon and planetary observations are necessary in order to extricate the beam coupling efficiency and Moon coupling (Kutner and Ulich 1981) from measurements of different sized planetary disks. The best existing thermal models for these bodies are the Rudy Mars model (Rudy 1987) and the Kiehn Moon model (developed for COBE calibration and available on-line at JPL). These models give absolute surface brightness temperatures which, in their range of applicability, are accurate to within \(\sim 5-10\%\) and \(\sim 1\%\) over all seasons/phases of Mars and the Moon, respectively. Calibration of high-quality submillimeter continuum temperatures would therefore also involve use of these thermal models and consideration of what, if any, modifications are required at submillimeter wavelengths.

Additional modeling of the PH\(_3\) profile in Jupiter is needed in order to interpret the inferred falloff in PH\(_3\) abundance in Jupiter’s upper tropopause. This can be done using the newest in-
carnation of the Caltech/JPL jovian photochemistry and transport model, which now includes the capability of including Rayleigh scattering. Earlier modeling attempts with a previous version of the photochemical model appeared to demonstrate that the PH$_3$ profile can provide useful constraints on Jupiter's tropospheric eddy diffusion coefficient.

Finally, there are several instrumental improvements which could be made to the FTS itself. By encasing the FTS in vacuum jacket, differential phase errors caused by water vapor passing through the interferometer's two arms could be eliminated. Because the quality of spectra we obtain appears to be better correlated with ground-level humidity than zenith opacity, we believe that this modification could greatly improve the quality of our spectra, especially during less-than-ideal weather. Another useful modification would be to fold the optical path length traversed by the phase-shifted beam by a factor of two or three. This modification would achieve high enough resolution to allow spectroscopic studies of narrow CO lines in the atmospheres of Venus and Mars, which we can currently detect, but do not have sufficient resolution to allow inversion for vertical abundance profiles. High resolution would also allow broadband line searches for undetected millimeter-submillimeter transitions of molecules such as SO, SO$_2$, HCl, or H$_2$SO$_4$ in the atmosphere of Venus.
Appendix A

Beamsplitter Transmission

"Just think, the definitions and deductive methods which everyone learns, teaches, and uses in mathematics, the paragon of truth and certitude, lead to absurdities! If mathematical thinking is defective, where are we to find truth and certitude?"

—David Hilbert

The transmission of a dielectric beamsplitter is most simply calculated in the approximation that the dielectric slab is infinite in extent. The geometry is then that of a Fabry-Perot étalon. Let a wave with electric field amplitude $E_0$ impinge obliquely on a slab of thickness $d$ with index of refraction $n$ immersed in a medium with index of refraction $n_0 < n$ (Figure ).

Let $r$ and $t$ be the internal amplitude reflection and transmission coefficients and $r'$ and $t'$, the external amplitude reflection and transmission coefficients. Then the electric field amplitudes of the reflected rays are

$$E_{1r} = E_0 r$$  
$$E_{2r} = E_0 r' e^{-i\delta}$$  
$$E_{3r} = E_0 t e^{-2i\delta}$$  
$$E_{4r} = E_0 t' e^{-(n-1)i\delta},$$

where the phase difference between adjacent reflected rays is

$$\delta = 2\phi - \phi_0.$$

Referring to Fig.,

$$\phi = d' k = \frac{n}{n_0} d k_0$$
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is the phase advancement for one pass through the slab, and

\[ \phi_0 = h k_0 \]

is the phase advancement in air which the reflected ray undergoes in “catching up” to perpendicular of the transmitted ray at the point where it exits the slab. \( k_0 \) is the wavenumber in medium \( n_0 \). A minus sign has been explicitly added to \( \phi_0 \) since it is the difference of the phases between adjacent rays which is significant. Consulting Figure gives
\[ z = d \tan \theta \]
\[ d' = \frac{d}{\cos \theta} = \frac{d}{\sqrt{1 - \sin^2 \theta}} \]
\[ h = 2z \sin \theta_0 = 2d \tan \theta \sin \theta_0, \]
where \( \theta \) and \( \theta_0 \) are connected by Snell's law,
\[ n_0 \sin \theta_0 = n \sin \theta. \]

Plugging (5) through (1) into () and using () gives
\[
\delta = \frac{2\pi d}{n_0 \lambda_0} \left( \frac{2 \theta_0}{\cos \theta} - 2d \tan \theta \sin \theta_0 \right)
= \frac{4\pi d}{n_0 \lambda_0} \left( \frac{n}{\cos \theta} - n_0 \tan \theta \sin \theta_0 \right)
= \frac{4\pi d}{n_0 \lambda_0} \sqrt{\frac{n}{1 - \frac{n_0^2 - n^2 \sin^2 \theta_0}{n_0^2}}}
= \frac{4\pi d}{n_0 \lambda_0} \sqrt{\frac{n^2 - n_0^2 \sin^2 \theta_0}{n_0^2}} = \frac{4\pi d}{n_0 \lambda_0} \sqrt{\left( \frac{n}{n_0} \right)^2 - \sin^2 \theta_0}.
\]

If the beamsplitter is at a \( \theta_0 = 45^\circ \) angle to the incident ray, then \( \sin \theta_0 = 1/\sqrt{2} \) and () becomes
\[ \delta = \frac{4\pi d}{n_0 \lambda_0} \sqrt{\left( \frac{n}{n_0} \right)^2 - \frac{1}{2}}. \]

Now combine the Stokes Relations,
\[ r' = -r \]
\[ 1 - r^2 = tt' \]

to obtain the identity
\[ tr't' = -r (1 - r^2). \]

If the parallel reflected rays in Figure are brought to a focus, the total electric field is given by summing () over orders to obtain
\[
E_r = \sum_{n=1}^{\infty} E_{nr} = \left\{ r + r't'e^{-i\delta} \left[ 1 + (r^2 e^{-i\delta}) + (r^2 e^{-i\delta})^2 + \ldots + (r^2 e^{-i\delta})^{n-2} \right] \right\} E_0
= \left\{ r + r't'e^{-i\delta} \sum_{n=1}^{\infty} (r^2 e^{-i\delta})^{n-1} \right\} E_0
= \left( r + r't'e^{-i\delta} \frac{1 - e^{-i\delta}}{1 - r^2 e^{-i\delta}} \right) E_0
= \frac{r(1 - e^{-i\delta})}{1 - r^2 e^{-i\delta}} E_0,
\]
where () has been used in the last step. The complex amplitude reflection coefficient is therefore
\[ R_p \equiv \frac{E_r}{E_0} = \frac{\sqrt{R_p} (1 - e^{-i\delta})}{1 - R_p e^{-i\delta}}, \]
Figure A.3: Ray paths for the perpendicular beams which are split by the beamsplitter (BS), reflected off the mirrors M1 and M2, and then recombined. The optical paths are twice the physical separations of the mirrors since the rays travel this distance once in each propagation direction.

where

\[ R_p \equiv r^2 \]

is the Fresnel reflection coefficient for polarization \( p \) (either \( \perp \) or \( || \) ),

\[
R_\parallel = \left( \frac{\varepsilon \cos \theta - \sqrt{\varepsilon - \sin^2 \theta}}{\varepsilon \cos \theta + \sqrt{\varepsilon - \sin^2 \theta}} \right)^2,
\]

\[
R_\perp = \left( \frac{\cos \theta - \sqrt{\varepsilon - \sin^2 \theta}}{\cos \theta + \sqrt{\varepsilon - \sin^2 \theta}} \right)^2,
\]

and \( \varepsilon \) the dielectric constant. Similarly, the electric fields of the transmitted rays in Fig. 1 are

\[
E_{t1} = E_0 H',
\]

\[
E_{t2} = E_0 H' e^{i\delta},
\]

\[
E_{t3} = E_0 H' e^{2i\delta},
\]

\[
E_{rt} = E_0 H' e^{(n-1)i\delta}.
\]

Bringing the transmitted rays to a focus and again using \( Q \) gives the total transmitted electric field

\[
E_t = \sum_{n=1}^{\infty} E_{nt} = \frac{H'}{1 - r^2 e^{-i\delta}} E_0 = \frac{1 - r^2}{1 - r^2 e^{-i\delta}} E_0.
\]

The complex amplitude transmission coefficient is therefore

\[
T_p \equiv \frac{E_t}{E_0} = \frac{1 - R_p}{1 - R_p e^{-i\delta}}.
\]

If the reflected and transmitted rays are now allowed to reflect off two mirrors M1 and M2 at distances \( l_1/2 \) and \( l_2/2 \) from the beamsplitter (the optical path lengths \( l_1 \) and \( l_2 \) are twice as large),
and then recombined and focused (Fig.), the total emerging electric field is

\[
E_p = T_p E_0 e^{ikl_1} + R_p E_0 e^{ikl_2} = E_0 \frac{(1-R_p)\sqrt{R_p}(1-e^{-i\delta})}{(1-R_p e^{-i\delta})^2}(e^{ikl_1} + e^{ikl_2})
\]

\[
= E_0 e^{ik(1+l_2)/2} \frac{(1-R_p)\sqrt{R_p}(1-e^{-i\delta})}{(1-R_p e^{-i\delta})^2} \left[ e^{ik(l_1-l_2)/2} + e^{-i\delta}e^{ik(l_1-l_2)/2} \right]
\]

\[
= E_0 e^{ik(1+l_2)/2} \frac{(1-R_p)\sqrt{R_p}(1-e^{-i\delta})}{(1-R_p e^{-i\delta})^2} 2 \cos(\frac{1}{2}k\Delta l),
\]

where

\[
\Delta l = l_1 - l_2.
\]

Now use the identities

\[
\left| 1 - R_p e^{-i\delta} \right|^2 = 1 + R_p^2 - 2R_p \cos \delta = (1 - R_p)^2 + 4R_p \sin^2(\frac{1}{2}\delta)
\]

\[
\left| 1 - e^{-i\delta} \right|^2 = 4 \sin^2(\frac{1}{2}\delta)
\]

to obtain

\[
I_{k,p}(\Delta l) = \frac{1}{2}c \varepsilon_0 |E_p|^2
\]

\[
\propto \frac{1}{2} |E_p|^2 = \frac{1}{2} |E_0|^2 \left( \frac{\Delta (1-R_p)^2 R_p \sin^2(\frac{1}{2}\delta)}{(1-R_p)^2 + 4R_p \sin^2(\frac{1}{2}\delta)} \right) 4 \cos^2(\frac{1}{2}k\Delta l)
\]

\[
= \left\{ \frac{16(1-R_p)^2 R_p \sin^2(\frac{1}{2}\delta)}{(1-R_p)^2 + 4R_p \sin^2(\frac{1}{2}\delta)} \right\} \left[ \frac{1}{2} |E_0|^2 [1 + \cos(k\Delta l)] \right],
\]

where \(c\) is the speed of light and \(\varepsilon_0\) is the permittivity of free space. But \(()\) can be broken up into

\[
I_{k,p}(\Delta l) \equiv T_p(k)J_p(k)\left\{ \frac{1}{2} [1 + \cos(k\Delta l)] \right\},
\]

where \(T_p(k)\) is the beamsplitter transmission function

\[
T_p(k) = \frac{16(1-R_p)^2 R_p \sin^2(\frac{1}{2}\delta)}{(1-R_p)^2 + 4R_p \sin^2(\frac{1}{2}\delta)}
\]

\(J_p(k) \equiv |E_0|^2\) is a term proportional to the incident flux, and \(1 + \cos(k\Delta l)\) is an interference term.

The expression for a single polarization then becomes

\[
I_{k,p}(\Delta l) = T_p(k)J_p(k)\left\{ \frac{1}{2} [1 + \cos(k\Delta l)] \right\}.
\]

For an unpolarized source, \(J_{\perp}(k) = J_{\parallel}(k) = J(k)/2\), so

\[
I_k(\Delta l) = [T_{\perp}(k)J_{\perp}(k) + T_{\parallel}(k)J_{\parallel}(k)]\left\{ \frac{1}{2} [1 + \cos(k\Delta l)] \right\}
\]

\[
= \left\{ \frac{1}{2} [T_{\perp}(k)J_{\perp}(k)] + 2T_{\parallel}(k)J_{\parallel}(k) \right\} \left\{ \frac{1}{2} [1 + \cos(k\Delta l)] \right\},
\]
and the net transmission is an average of the transmissions in each of the two polarizations,

$$\langle T(k) \rangle \equiv \frac{1}{2}[T_\perp(k) + T\parallel(k)].$$

Plugging () into (1) then gives

$$J_k(\Delta l) = \langle T(k) \rangle \cdot J(k) \{ \frac{1}{2}[1 + \cos(k\Delta l)] \}. $$
Appendix B

Winston Cones

“Logic is invincible because in order to combat logic it is necessary to use logic.”
—Pierre Boutroux

“You can only find truth with logic if you have already found truth without it.”
—G. K. Chesterton

The equation of the surface of a Winston cone is given in \((r', z')\) coordinates (Fig. ) by the normal form equation of a parabola,

\[(r' - r'_0)^2 = 4f(z' - z'_0).\]

From the geometry of Fig. ,

\[
\begin{align*}
r'_0 &= 0 \\
z'_0 &= -f,
\end{align*}
\]

so (2) becomes

\[r'^2 = 4f(z' + f).\]

To express in \((r, z)\) coordinates, rotate the axes to obtain

\[
\begin{bmatrix}
r' \\
z'
\end{bmatrix} = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
r' \\
z'
\end{bmatrix} - \begin{bmatrix}
d' \\
0
\end{bmatrix}.
\]

Inverting then gives

\[
\begin{bmatrix}
r' \\
z'
\end{bmatrix} = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
r + d' \\
z
\end{bmatrix} = \begin{bmatrix}
(r + d') \cos \theta + z \sin \theta \\
-(r + d') \sin \theta + z \cos \theta
\end{bmatrix}.
\]
Figure B.1: Schematic diagram of a Winston cone light concentrator. The entrance and exit apertures are of radius \(a\) and \(a'\), respectively. \(F\) is the focus of the upper parabola segments, and \(f\) is its focal length. The length of the cone is \(L\). The diagram on the right shows the origins and orientations of the focus-centered and symmetry axis-centered coordinate systems discussed in the main text.

Plugging (\(r\)) into (\(\theta\)) and simplifying gives

\[
(r \cos \theta + z \sin \theta)^2 + a' \tau(1 + \sin \theta)^2 = 2a' \tau \cos \theta(1 + \sin \theta) - a'^2(3 + \sin \theta)(1 + \sin \theta) = 0.
\]

With \(r = \sqrt{x^2 + z^2}\), (\(r\)) is a fourth order surface. Such surfaces are difficult to manufacture, but techniques have been developed which allow Winston cones to be commercially produced at reasonable cost.

Of the parameters \(a\) (entrance aperture radius), \(a'\) (exit aperture radius), \(f\) (focal length), \(L\) (cone length), and \(\theta\) (opening half-angle), only two are independent. The equation of a parabola in polar coordinates centered at the focus \(F\) is

\[
\rho(\phi) = \frac{2f}{1 - \cos \phi}.
\]

Now, when \(\phi = \theta + \pi/2\), the radius vector points in the \(\hat{r}\) direction and has length \(2a'\), so

\[
\rho(\theta + \pi/2) = \frac{2f}{1 - \cos(\theta + \pi/2)} = \frac{2f}{1 + \sin \theta} = 2a'.
\]
Solving for $f$ gives

$$f = a'(1 + \sin \theta).$$

From Fig. ,

$$\tan \theta = \frac{a + a'}{L},$$

so

$$L = (a + a') \cot \theta.$$  

The final relationship is derived from

$$\rho(2\theta) = \frac{2f}{1 - \cos(2\theta)} = \sqrt{L^2 + (a + a')^2},$$

where the right-hand side of the equation follows from the Pythagorean theorem. Plugging in () and () then gives

$$\frac{2a'(1 + \sin \theta)}{2 \sin^2 \theta} = (a + a') \sqrt{1 + \cot^2 \theta} = (a + a') \csc \theta.$$ 

Solving for $a'$ finally gives

$$a' = a \sin \theta.$$ 

The Winston cone is there completely specified by the length $L$ and the geometric field of view

$$\Theta_G \equiv 2\theta = 2\sin^{-1} \left( \frac{a'}{a} \right).$$
Appendix C

Beam Coupling

“So far as the theorems of mathematics are about reality, they are not certain; so far as they are certain, they are not about reality.”

—Albert Einstein

Approximating the telescope beam pattern by a Gaussian gives an area-normalized primary beam

\[ P(\rho) = \frac{1}{2\pi\sigma^2} e^{-\rho^2/2\sigma^2}, \]

where \( \rho \) is the radial offset from beam center and

\[ \sigma = \frac{HPBW}{2\sqrt{2\ln 2}} \]

is the Gaussian standard deviation, with HPBW the half-power beamwidth. (1) is normalized so that

\[ \int_0^{2\pi} \int_0^\infty P(\rho) \rho d\rho d\theta = 1. \]

Let the beam center be pointed an angular distance \( R \) away from the center of a field of view of diameter \( \Theta \). In polar coordinates, the law of cosines relates \( R \) and \( \rho \) to the center of the field of view by

\[ \rho^2 = R^2 + r^2 - 2Rr \cos \theta. \]
Therefore,

\[ P(r, \theta) = \frac{1}{2\pi\sigma^2} e^{-R^2/2\sigma^2} e^{-(r^2-2rR \cos \theta)/2\sigma^2}. \]

The response of the instrument to a point source an angular distance \( R \) away from the pointing center is therefore given by integrating \( P \) over the Winston cone's circular field of view,

\[
F(\sigma, R, \Theta) = \int_0^{2\pi} \int_0^{\Theta/2} P(r, \theta) r \, dr \, d\theta
= \frac{1}{\pi\sigma^2} e^{-R^2/2\sigma^2} \int_0^{\Theta/2} \int_0^\pi r e^{-r^2/2\sigma^2} \left( \int_0^\pi e^{r^2 R \cos \theta/\sigma^2} \, d\theta \right) \, dr.
\]

But

\[ I_0(x) = \frac{1}{\pi} \int_0^\pi e^{x \cos \theta} \, d\theta \]

(Arken 1985, p. 615), where \( I_0 \) is a zeroth order modified Bessel function, so

\[ \int_0^\pi e^{r^2 R \cos \theta/\sigma^2} \, d\theta = \pi I_0 \left( \frac{rR}{\sigma^2} \right), \]

and plugging \( P \) into (2) gives

\[
F(\sigma, R, \Theta) = \frac{e^{-R^2/2\sigma^2}}{\sigma^2} \int_0^{\Theta/2} re^{-r^2/2\sigma^2} I_0 \left( \frac{rR}{\sigma^2} \right) \, dr.
\]

Note that although this equation is functionally identical to the response of a Gaussian beam to a uniform brightness disk, for our instrument, \( P \) gives response function of the FTS to a point source.

It must be convolved with the source brightness distribution to obtain the actual response of our instrument.

Although \( P \) cannot be integrated analytically, it gives a simple answer for a point source centered at \( R = 0 \). In this case, \( P \) simplifies to

\[ F(\sigma, 0, \Theta) = \frac{1}{\sigma^2} \int_0^{\Theta/2} re^{-r^2/2\sigma^2} \, dr = 1 - e^{-\Theta^2/8\sigma^2}. \]

In order to find the half-power beamwidth \( W \equiv R_{1/2} \), set \( F(\sigma, R, \Theta) \) equal to half of the peak beam response,

\[ F(\sigma, W, \Theta) = \frac{1}{2} F(\sigma, 0, \Theta). \]
Plugging in (1) and (2) gives

\[
\frac{e^{-W^2/2\sigma^2}}{\sigma^2} \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} I_0 \left( \frac{r W}{\sigma^2} \right) dr = \frac{1}{2} \left( 1 - e^{-\Theta^2/8\sigma^2} \right),
\]

which can be solved by looking for the roots of

\[
f(W) \equiv \frac{e^{-W^2/2\sigma^2}}{\sigma^2} \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} I_0 \left( \frac{r W}{\sigma^2} \right) dr - \frac{1}{2} \left( 1 - e^{-\Theta^2/8\sigma^2} \right).
\]

To solve using Newton-Raphson iteration, we also need the derivative \( df/dW \), which is

\[
\frac{df}{dW} = \frac{-We^{-W^2/2\sigma^2}}{\sigma^2} \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} I_0 \left( \frac{r W}{\sigma^2} \right) dr
\]

\[+ \frac{e^{-W^2/2\sigma^2}}{\sigma^2} \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} \frac{d}{dW} I_0 \left( \frac{r W}{\sigma^2} \right) dr.
\]

But

\[
\frac{d}{dx} I_0(ax) = \frac{1}{2} a [I_0(ax) + I_1(ax)] = a I_1(ax),
\]

so

\[
\frac{df}{dW} = \frac{1}{\sigma^2} \left\{ \frac{e^{-W^2/2\sigma^2}}{\sigma^2} \left[ \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} I_0 \left( \frac{r W}{\sigma^2} \right) dr
\right.ight.
\]

\[\left. - W \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} I_0 \left( \frac{r W}{\sigma^2} \right) dr \right] \right\}.
\]

The derivative of \( f \) is therefore

\[
\frac{df}{dW} = \frac{1}{\sigma^2} [F'(\sigma, R, \Theta) - WF(\sigma, R, \Theta)],
\]

where

\[
F'(\sigma, R, \Theta) \equiv \frac{e^{-W^2/2\sigma^2}}{\sigma^2} \int_0^{\Theta/2} r e^{-r^2/2\sigma^2} I_1 \left( \frac{r W}{\sigma^2} \right) dr.
\]

Equation (1) can now be solved numerically for \( W \), although care must be taken in evaluating \( F \) and \( F' \) since the \( I_0(x) \) and \( I_1(x) \) functions blow up for \( x \gg n \). By using the asymptotic form

\[
I_n(x) \approx \frac{1}{\sqrt{2\pi x}} e^{-x}
\]
for \( x \gg n \), the integrals can be done acceptably. Therefore, with \( x \equiv rR/\sigma^2 \), the kernel of \( F \) becomes

\[
K[F] = \frac{e^{-r^2/2\sigma^2}}{\sigma^2} r e^{-r^2/2\sigma^2} I_0 \left( \frac{2yr}{\sigma^2} \right) \sim \frac{e^{-r^2/2\sigma^2}}{\sigma^2} r e^{-r^2/2\sigma^2} \frac{erR/\sigma^2}{\sqrt{2\pi\sigma^2}}
\]

\[
= \frac{1}{\sigma \sqrt{2\pi R}} r^{-1/2} e^{-r^2/2\sigma^2} e^{(2\sigma R-R^2)/2\sigma^2} = \frac{1}{\sigma \sqrt{2\pi R}} r^{-1/2} e^{-(R-r)^2/2\sigma^2}.
\]

Similarly,

\[
K[F'] \sim \frac{1}{\sigma \sqrt{2\pi R}} r^{1/2} e^{-(R-r)^2/2\sigma^2}.
\]
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